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Abstract

This work addresses the problem of balancing the spatial distribution of the routing-load
among the nodes in a given sensor network and the tradeoff that can be achieved for
providing certain level of quality of service (QoS) guarantees. For high-density networks,
several studies have proposed field-based routing paradigms to uniformly distribute the
traffic load throughout the network. However, as network density decreases, we observe
major shortcomings of the current state-of-the-art: (i) path-merging leads to a reduction
of path diversity, and (ii) the paths directed towards the border of the network merge into
a single path along the border. These path merging effects decrease significantly the
energy balance, and as consequence, the lifetime of the network. In this article, we
propose a novel mechanism to enable better load balancing for single-source and
multiple-source scenarios, while minimizing the cost of the tradeoff for bounding the
end-to-end packet delivery latencies. Our evaluations demonstrate that by using the
proposed methodology, the network lifetime can be significantly prolonged, when long-
term point-to-point queries are considered.
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Abstract

This work addresses the problem of balancing the spatitillision of the routing-load among the nodes in a
given sensor network and the tradeoff that can be achievepréwiding certain level of quality of service (QoS)
guarantees. For high-density networks, several studies paposed field-based routing paradigms to uniformly
distribute the traffic load throughout the network. Howewer network density decreases, we observe major short-
comings of the current state-of-the-art: (i) path-merdieads to a reduction of path diversity, and (ii) the paths
directed towards the border of the network merge into a sipgth along the border. These path merging effects
decrease significantly the energy balance, and as consajuba lifetime of the network. In this article, we propose
a novel mechanism to enable better load balancing for siglece and multiple-source scenarios, while minimizing
the cost of the tradeoff for bounding the end-to-end packévety latencies. Our evaluations demonstrate that by
using the proposed methodology, the network lifetime casidpeificantly prolonged, when long-term point-to-point
queries are considered.

1 Introduction

The problem of routing in wireless sensor networks (WSN)reasived a considerable attention [4] and, in particular,
the problem of multipath routing has been of interest for templementary goals: (1) increasing the reliability of
the delivery and aggregates computation [37]; and (2) lealgrthe load among the nodes [20, 36, 43, 57]. When it
comes to load-balancing, which is the focus of this work, thdtipath paradigm alleviates the problem inherent to
single-path routing — uneven utilization of the energy resewhich, as an important consequence, affects thentiéeti
of WSNs [14].

For a given sink, the two basic kinds of multipath routingrsmgos are: (1) single-source; and (2) multiple-sources
[44, 39, 41, 6, 53, 31, 29], In addition to the energy consuomgtdue to packets forwarding, in multiple-sources
settings, an important energy consumption factor is dueA@€Mollisions at the spatio-temporal intersection of paths
from different sources. In this context, the field-basedirmu[41, 31] has been identified as an efficient energy
balancing mechanism for both single and multiple sourceates. The essence of field-based routing is that the
sink is assigned a negative charge, while the sources d@gnadsositive charges, and multiple routes are based on
individual gradients of the field, providing a wider range fi@ths, which thereby reducing utilization hot-spots.\Wit
all the importance and potential benefits of the field-basedimg paradigm, we observe two important drawbacks:
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Figure 1: Paths merging in multipath routing

(1) the paths around the boundary of the network tend to meigeificantly reducing the extent of load-balancing
at the edges of the network; (2) while there is a potentialfinite humber of gradient-based routes, the number
actually available paths is limited by the sparsity of theghboring nodes. As an illustration, Figure 1(a) shows how
the EFR-based routing completely fails to utilize portimighe network (e.g., the ellipse-bound area), and causes
paths-merging (e.g., the boundary) — both of which are redurcthe settings in Figure 1(b).

Analogies to various branches of Physics are often encoethia designing and analyzing communication net-
works. The field of wireless sensor networks is particulatpportive of such analogies when it comes to efficient
routing design, since both physical phenomena and senstasnmses strong spatial correlations. An comprehen-
sive survey of recent solutions that are based on analagigisytsics can be found in [51]. For example, application
of fluid dynamic modelling has been employed for solving retflow problems [3], or the basics of electrostatic
theory has been often invoked as the key for optimal didtidbuof traffic [52, 31]. Other areas of Physics include
diffusion theory, for efficient routing [27, 26], percolati theory, for capacity and connectivity assessment inogens
networks [16, 19], and particle flux theory for traffic loadakyations [44]. When it comes to the problem of lifetime
extension in wireless sensor networks, efficient distrdyuof traffic is paramount, therefore, solutions that arselola
on principles of electrostatic theory can be pursued.

There are two orthogonal approaches to routing via analogjdctrostatic theory in the research community.
One analogy relies on Thomson'’s theorem, which focuses ®@anllogies to the distribution of electric charges on
physical conductors at an equilibrium configuration; thalgeto devise an optimal placement for a set of electrastati
point-charges, and by analogy, an optimal placement ofipleitorresponding sources and sinks in the physical field,
along with the optimal distribution of the traffic betweerh such that the length of the point-to-point routes are
minimized, considering limited degree of freedom for bathiree and sinks. An instance of this analogy is presented
in [52]. The second type of approach focuses on the progasfithe electrostatic field created between multiple fixed
point-charges for the purpose of relaying point-to-pogiadin an multipath-approach, such as in EER¢Eostatic
Field Routing) [41]. The work comprised in this article aligns wilte latter approach, where certain electrostatic field
properties are being exploited for providing route is@atamong multiple families of point-to-point routes, as wel
as even distribution of routes in the network for improveatddoalancing.

1.1 The Shortcomings of EFR

Many of the results that are related to the optimal arrangeiwfehe network traffic in sensor networks via analogies

to Physics are described from a macroscopic perspectderaly on the assumption of massively large, dense and
boundless networks. This is because such results are fmttealized through macroscopic quantities such as node
density and volume of traffic at each point in space, rathan thia node-level references. Consequently, under



macroscopic modelling approaches, there always existacipal difficulty of mapping individual sensor nodes to
real phenomenon, which is seldom ignored. Electrostatid &pproaches are also analyzed predominantly from a
macroscopic perspective.

Approaches such as EFR do attempt to bridge the gap betwesnsoapic and microscopic modelling by provid-
ing a novel forwarding scheme to realize the mapping betwlesmete sensor nodes to a discrete subset of electrostatic
field lines. In EFR, the goal is to achieve a multipath rouageme that is both distributed and stateless for the pur-
pose of improving scalability, robustness and higher égjivatio as compared to other comparable approaches: LAR,
DREAM, GPSR and AOMDV.

We observe that EFR promotes path redundancy, bupatit diversity— a quantitative metric describing the
"richness” of path-families in terms of distinct point-pmint routes — consequently, EFR’s path diversity is reddyi
poor in all but highly dense and uniformly distributed netlg) as observed experimentally during our evaluations.
This aspect critically distinguishes EFR from the apprgaposed in this article, which considers path diversity an
distribution of paths around the source and sink nodes toabanmount for the effectiveness of load balancing and
consequent lifetime gains.

EFR framework is also oblivious to the existence of netwaskitidaries, which is an important element from a
load-balancing standpoint. Specifically, electrostagtdfrouting is particularly susceptible to boundary nodeisatpy
overloaded. This is because the electrostatic field is gtailly infinite, therefore the load associated with a stib$
the field lines that span outside of network boundaries veéltarried over by the boundary relay nodes. The network
boundary problem has been previously recognized in thearelsecommunity. For example, Kalantat al. [31]
proposes a centralized solution for the boundary probléat, tequires a-priori information about traffic demands
and node positions. In a similar line of work, Toumpis andsiaas [52] show that an optimal placement of nodes
between a set of sources and sinks can be used to solve byymdhlems. Our work, however, distinguishes from
these approaches in the sense that boundary problems aessefdlin an innovative way, within the same framework
of electrostatic field theory and with minimal overhead inne of packet size increase and computational effort [52].

1.2 Outline of Contributions

The main contributions of the work comprised in this artimbmsist of an improved mechanism that enable rich path-
diversity characteristics in arbitrarily dense networkings, considering realistic finite physical coveragehwitell
defined network bounds. Additionally, an route-controhiework is introduced to enable satisfiability of certain
quality of service (QoS) requirements. Specifically, foavel mechanisms are being introduced:

e Field Persistent Forwarding for path-diversity improvemender a multitude of conditions, including lower
density and non-uniform distributions,

e Method of Images for boundary effects resolution,
e Multi-Pole Routing Protocol for charge information managgnt, and

¢ Virtual charges-based framework for QoS control.

The subsequent Sections are organized as follows. Sectlopr@vides the necessary background information
on Electrostatic Theory. Section 2.2 presents the netwaretahthis work builds upon. The specifics of the EFR
protocol are presented in Section 2.3, and, by comparieemdavel field persistency and accurate field line forwarding
mechanism are introduced in Section 3.1. The Method of Imag@resented in Section 3.2, and the multi-pole
routing protocol for charge allocation and managementadyaed in Section 3.3. The QoS-control framework based
on virtual charges is presented in Section 3.4. The expeatahevaluation is presented in Section 3.5, followed by
related work in Section 4 and concluding remarks in Section 5

2 Preliminaries

Before presenting the main contributions of this work, inecessary to introduce the background on electrostatic
theory. In addition, we outline the network model along wile underlying assumptions that are being made, and



overview lower level information regarding the EFR appitoao order to comparatively illustrate the benefits and
various design choices that form the basis of the newly Begd-ield Persistent Routing. Additionally, thiscrep-
ancyof a point-set — a measure of the node’s distributions — neelds formally defined as it represents an important
practical dimension for algorithmic performance evalomati

2.1 Overview of Electrostatic Theory

Electrostatics is the branch of science that deals with tenpmena arising from stationary electric charges. More
specifically, electrostatic phenomena arise from the ®that electric charges exert on each other. Such forces exer
cised between twpoint-chargesare described by Coulomb’s law, which states that the madeibf the electrostatic
force between two point electric charg@s andQ; is directly proportional to the product of the magnitudegath
charge and inversely proportional to the square of the Beah distance between their locations:
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(1)

wheregg is a constant called thgermittivity of vacuum
Theelectric field(in units of volt per meter) at any given point is defined asftiree (in Newtons) per unit charge
g (in Coulombs) at that point:
E= )
From this definition and Coulomb’s law, it follows that the gmétude of the electric fiel@E created by a single
point chargeQ at distance from its location is:
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A discrete distribution oN static particle charge®; with respective positions € R? produces an electrostatic
—
field E, typically visualized as a set dield lines Essentially, each field line corresponds to a trajectoay shunit

chargeQy would follow in a given field, depending on the initial loaatiand direction-vector th&, has with respect
to the other charges in that field. The electrostatic paieqgi at pointr € R? is given by:

N .
0(1) = g 350N 2 @

wherer; (1 <i < N) are the locations of the charges in the field. Electric figldd originate at positive charges and
converge towards negative charges. For any particulagel@@r the functionsgnQ;) returns the polarity of charge
Q.

In our settings, each of the charges will correspond to ortbeMmultiple end-points of point-to-point routes in
the sensor network. By convention, routes carry the inféionalow originating at the source nodes towards the
sink, correspondingly, we adopt the convention Baix charges associated to sink nodes are negatively charged, i.
sgnQsnk) = —1, whereas the charges associated with each source nodes#trespi.e.sgnQsrc) = 1. This equation
allows one to evaluate the magnitudeof a point charge in the electric field df distinct charge€);,i = 1...N via
superposition. Specifically, the curve along which a givedasry, located atr = Lk, with a radius-vector to the
location of the sourcégrc and sinkLgsnk denoted as; € R?, is determined based on the electric field at Using
Equation 4, this is given by:

m 21 gr( r|3 —r) (5)

In electrostatics, the electric field can be visualized dlscretely as a seftcafveswhich indicate the direction
of the field vector at any given point. Figure 2 gives a visag&tiipretation of a sample electrostatic field with two
point-charges of opposite polarity. We reiterate thatuagsg the end-points of a point-to-point communication in
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Figure 2: Sample electrostatic field determined by two pdiratrges of opposite polarity

wireless sensor network coincide with the physical logatbthe point-charges, the electrostatic field lines can be
readily used as alternative guiding "trajectories” for tiplé path routing.

An additional advantage that electric field lines providerahne existing geometric trajectories approaches can be
outlined in multiple sink-source settings. For examplguré 3 shows the electrostatic field generated by multiple
point-charges that are present in the same field. This isrbilitiatration of the following two important properties:

o Self-Adjustment Property. Field lines are uniquely deteed by the existing set of charges in the field, hence
their distribution in the physical field naturally changeswaw charges are added, without any explicit trajectory
parametrization; for example, the central set of field limgSigure 3 is visibly more constrained within a tighter
physical area when compared to the case depicted in Figuhee2to the effects of the two additional pairs of
charges;

¢ Disjointness Property. Field lines connecting differemtl-goints are naturally disjoint; as it can be observed
in Figure 3, none of the field lines intersect, rather, mabiield lines are deflected around other central field
lines.

The consequence of the self-adjustment property is thatcanesasily control the spread of the field lines by
means of strategically placing additional charges in thesjlal field — a property that forms the basis of two of the
main contributions of this work: (1) theaethod of imageand (2) enabling QoS control. The disjointness property
enables efficient generation of distinct and non braidimgilias of alternative routes pertaining to multiple source
sink scenarios. Namely, it is sufficient to properly assigmpcharges correspondent to the specific source and sink
sensor nodes, and the set of resulting fields lines are gligadhted in the new distribution and can be readily used
for routing purposes, based on localized application otketric field equation 5.

2.2 Network Model

A wireless sensor network consists of a homogeneousNet {smn,sr,...,sn} of N sensor nodes that are deployed
over a given area of interest. The nodes have the capabitifiself-organizing, in a cooperative mannerf4&nd
form a connected network. Each noste € SNoccupies a unique, static physical location in the 2D cantespace,
represented as a pait x,y; > of coordinates along along th¢ andY axis. We assume that the location of a

1The non-cooperative (selfish) behavior of sensor nodediysnd the scope of this article.



Figure 3: Sample electrostatic field with multiple point aies

sensor node is provided by an on-board GPS déyireby implementing a lightweight localization service [23 or
discovery algorithm [40, 17, 46, 8].

Each node is equipped with a small omnidirectional radiaatethat can be used to establish communication links
with other nodes. We assume a unit-disk communication medetreR; represents the communication range of a
given sensor node. In practice, the effective communinatogeR; may be lower, i.eR} < R¢, due to environmental
obstructions or other non-deterministic spatial condsioDue to the limited spatial coverage of the radio antenna,
each nodsn € SNcan communicate directly with only a subset of nodes frorm#tevork, i.e. theneighborof node
sn. We denote the set afeighborsof a nodesn € SNasNB; = {snj € SN/ ||sn,sn;|| < R¢}, where|sn,snj|| is the
Euclidian distance between nodss andsn;. Each node can determine the position of its 1-hop neightboosigh a
periodic location information exchange mechanism.

Energy-wise, each sensor node is powered by a finite enesguree, such as a battery, and has the capability of
powering off the radio equipment to save energy during imagieriods. The wake-up coordination does not make
the subject of the work comprised in this article, howevekevap coordination solutions, either software-based,[28]
or hardware-based (Remotely Activated Switch [12]), [B¢ eeadily available.

Sensor nodes can act both aekay and asourceof sensed data. Users formulate queries specifying priegert
of the data stream that is to be collected from a particulagogphic location, and submit them \énk nodes,
which act gateways between the user and the sensor netwo#kie® are relayed to specific nodes in charge of their
processing, i.e. the source nodes, and the resulting,hpp$sng-term, data stream is collected and relayed back to
the sink. To promote workload balancing, multiple pathsestablished between the source and sink end-points, and
the transmission of individual packets alternates amoagliffierent paths.

From a deployment area perspective, it is additionally dpeissumed that the network’s boundaries are known
or can be determined via an appropriate protocol, e.g. [¥8thout loss of generality, the parametric shape of the
network is assumed to be rectangular.

2.3 Overview of Electrostatic-Field Based Routing (EFR)

The electrostatic field-based routing is a form of trajegioased routing, where trajectories are represented etsiele
field lines. The field lines originate at source nodes andteadrds designated sink nodes. In order for a sensor node
to know how to route a packet all it needs to know is the loeasind corresponding electrostatic charges information
corresponding to the source and sink nodes, as well as itdamation relative to them.

In principle, EFR selects a discrete subset of field lines ¢bthe infinite number of them) that can be established
between a giverfsource, sinkpair, and constructs routes along them. We refer to thiSsets a family of paths.
Figure 4(a) illustrates a family of field lines establishexdvieen a source and a sink node. Each field lingiis

2The MTS420CA Mica Mote board from Crossbow Technology Inariexample of a GPS equipped sensor node
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uniquely identified by the value of the angje, determined by théangentto a given/chosen field line at the source,
and the line segment between the source and thé sir example, assuming a uniform selection of the tangentia
angle from the intervgD, 11, a particular field lingh; can be chosen from a field line &t= {kﬁ—’: | k=1,N;}, where

N; represents the desired cardinality of the family of ro@ed~or each data-packet, the source node arbitrarily selects
one of the outbound field lines to forward the packet alonghiaich field line is identified by the tangential angjle

to the field line at the source node, as illustrated in Figa@% Along the route, the forwarding decision takes in the
consideration: (1) the relative proximity of the availabéday nodes to the a particular field line of interest, and (2)
the communication range margins in order to minimize homeaiong a field line. Figure 4(b) illustrates the route
selection and forwarding process in EFR.

During forwarding, each relay node takes in consideratigmplysical location and the electrostatic field line it
physically resides onto (thesidencyfield line) as a reference for the forwarding decision. Thpontant observation
is that, due to finite nodes’ densities, the residency fielel thay not necessarily coincide with the original field kne
picked by the source node, or any of the field lines the umstrneodes used for forwarding.

EFR relies on a simple, angle-based heuristic, to seleatéikerelay node. Specifically, each current relay node
calculates the tangent to the residency field Baeevaluated at the location of the node, and selects the frthe
neighboring node that exhibits a bounded deviafipn= 15° from the tangent, i.e. physically located within the
resulting sector area, as illustrated in Figure 5. It is intquat to observe, however, that nodén Figure 5, although
closest to field line, it is not selected by EFR. From an endrtd routing perspective, EFR’s heuristic leads to path
deviations from the original field line. Under highly denssworks, however, such deviations are limited and paths
are maintained in some vicinity of the original field line. épath deviation effect is exemplified in Figure 6, which
depicts the actual mapping of relay nodes and the resulttigip more practical settings with lower density of nodes.
Following Section details the critical limitations of th&R protocol under practical settings.

2.4 Limitations of EFR

From a lifetime perspective, a major drawback of the EFR &wding heuristic is its predisposition gmth merging
effects — the primary source for energy consumption hotsspia relay nodes sharing and overload. There are three
main causes for path merging effects:

e Path Deviation
e Field Line Drifting

o Network Boundaries Effects

3Note that the cardinality of th8;, as well as the criteria for selecting a particupgrcan be user-specified.
4The tangent to a point in the field is actually evaluated omfinitely small disk, in 2D, or sphere, in 3D cases, centetdHad particular point
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Path Deviation. As briefly outlined in Section 2.3, path deviation is theutesf finite nodes densities, as candidate
relay nodes are unlikely to be found exactly along a certeid fine. EFR’s angular forwarding criteria greatly aids
constraining path deviation, however, as the density of fieles actively used for routing increases, or the density
of neighboring sensor candidates decreases, such pattidasican become severe and, in practical settings, lead
to conditions in which relay nodes carry traffic associatéth wiultiple adjacent field lines. Figure 7 exemplifies the
path deviation and path merging problems.

Field Line Drifting . Field line drifting represents a permanent path deviatihere the residency field line
continuously changes as a direct consequence of path idegafField line drifting is more apparent as the length of
the routes increases. Recalling the forwarding criteridiread in Figure 5, the angular candidacy sector is viruall
divided by the curved field line in two disjoint regions, ndyn® andS;. Following the notations in Figure 5(b),d";
represents the area of regidg, thendA; = dA; + 0A3. ConsequenthdS; = 0A; + 0A2 andoS, = 0A3 = 05 — 0A,
hencedS, — 0S; = 0A3 > 0. The essential conclusion is that these two sectors haxeuarareas, and for this particular
setting,0S; > 0S;. Assuming a uniform distribution of nodes and that the philitg of finding candidate relay nodes
within each secto$, and$; is proportional with the area of each sector, Pg, = K- 0 andPs; = K - S, for some
constank, thenPs, > Ps,. This implies a general trend of outward drift toward a longgjacent field line.

Boundary Effects. Path deviation and ultimately field line drifting can alsedaused by the network boundaries,
as the load associated with different field lines that crbesobbundaries of the network is commonly carried by the
boundary nodes. This is an inward type of field line drift. @rig 9(a) illustrates a scenario with three field lines,
two of which are crossing out boundaries. As it can be obskithe three different paths corresponding to the field
lines merge at the boundary of the network and persist as gedgrath until downstream towards the sink node,
regardless whether original field lines return within th&emage area. This overloads not only boundary nodes, but
also inside nodes in the proximity of the sink node. In coriguar, Figure 9(b) illustrates the performance of the
proposed alternative to EFR in comparable conditions. Asit be observed, it is possible to obtain no field line
drifting effects and any temporarily merged routes due tgspal limitations can and should be re-mapped to the
original field lines whenever possible. This desideraturadsieved by the proposditld persistency mechanism
which will be discussed next.

Multiple concurrent field line drifts can lead to permaneattpmerging effects, as illustrated in Figure 7. As it
can be observed, paths remained merged downstream of tiggngneoint since they become commonly defined by
the residency field line of their common relay. Consequefidid line drifting effectively reduces path diversity,dan
ultimately the energy consumption distribution.

Figure 8 illustrates actual path assignments, in a simadilateyironment, comparatively among the current state
of the art routing, namely EFR, and MP-FPR — the novel medmasipresented in this article. It is important to
observe both in-network behavior in terms of field line dindftand path-merging, as well as the boundary effects. As
a specific example, EFR attains a much poorer path diversitynal source and (sink) nodes, for the following reason:
in EFR, the paths selected by a source node are dictated bgdidency field lines of its 1-hop neighbors, which is an
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Figure 6: Mapping of routes to electrostatic field lines vihR routing. Due to finite distributions, the actual route
cannot be precisely mapped to a field line and, in realityguiates

example of field-line drifting at the source. Hence, the nandf outgoing paths is effectively limited to the number
of neighbor nodes. In Figure 9(b) it can be observed thatférdifit paths that are directed towards the edge merge
into a single path along the edge.

3 Efficient Load Balancing via Field Persistency

We now proceed with explaining in greater detail the fonirgdalgorithm that is used by the nodes as a heuristic to
guide the selection of the next relay nodes from among a sataifable neighbors. As previously mentioned, the
aim is to "force” the routing nodes to spread (in a spatiabs¢ithe number of possible routes, thereby adapting the
shape of the multiple routes to the changes in the spatialtditon. Subsequently, the approach that improves the
existing solutions for balancing the energy-consumptibemrouting near the boundary of the network (cf. [41, 31]) is
presented. Lastly, a protocol that addresses charge tfln@nd management, route construction and QoS correlatio
is presented.

3.1 Field Persistent Routing
Field persistent routing is enabled by two complementarghagisms:
e Reference field line retention

e Accurate field-line forwarding (minimal field-line deviati forwarding)

which are detailed in sequel.

3.1.1 Reference Field Line Retention

For a given route, we denote as the "reference” field line tbetec field line chosen initially by the source node to be
used for establishing a route towards the sink. This disistges from "residency” field line, as the later represenys a
arbitrary field line that physically intersects a specifing® node (the resident). Ideally, the reference and reside
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Figure 7: lllustration of path deviation and path merginghviEFR’s forwarding model. (a) Low-level view of the
path-merging effect. According to the gradient at nsdealong a field linep, the next-hop is supposed to be node
srp. However, since nodan, is out of range o6y, hodesry is selected instead. Subsequently, nsdds selected as
next-hop ofsnz and so on. Assuming that nodes andsn, are already servicing another electrostatic field ae
this phenomena has a detrimental consequence on load imglantile nodesn; and its successors are overloaded,
nodesry and its successors remain unutilized. (b) Correspondiglg-tavel view of the path-merging effect

field lines along an entire route should coincide, howevereality, this need not be the case due to finite nodes
densities.

Reference field line retention is a mechanism by which a foiimg node "remembers” the reference field line
and continuously attempts to redirect the route along that path has been deviated. Figure 10(a), which represents
a zoomed-in portion of the Figure 10(b), illustrates thecpss, which distinguishes our MP-FPR methodology from
the original EFR (cf. Figure 7(a) and 7(b) respectively).pBrding on networks conditions, paths merging cannot
always be avoided, however, we aim at ensuring a remediati@mever the network conditions allow it. Specifically,
consider noder in Figure 10(a) as the current relay node. The ideal nextrioaje that it would select (illustrated
with locationsry), would be the one located at the intersection of the cirolenolingsn’s communication range, and
the gradient curvé; to which sm belongs. According to EFR provisions, since there existseab physical node
at that exact location, a nearby nosi® is selected instead because: (1) it is furthest away towlsink; and
(2) it is closest to the original routeof the field-line determined bg; atsny, as opposed to, e.gsip. When node
sns becomes a current relay, under a reference field line retepivlicy, it will use the known reference field line
information (eitherp of ¢,), rather than the residency field line, to forward along gwdontour ofp1 or ¢, i.e.
to nodessrg or sry respectively. Effectively, in MP-FPR, a path splitting dgen takes place at nodss, relieving
portion of the load on the downstream nodes fram— which is the critical difference from EFR.

To accomplish this, clearly, some extra information ne@dbd "embedded” in the transmitted packets. That
information is actually the "identity” of the reference waras determined by the source, which is being retained by
the forwarding nodes. In reality, a source node has only gefmimber of 1-hop neighbors that can be used for
generating multiple paths. Hence, the field-line of eackyimadr is used as an index for the family of routes that can
be generated from that particular source. To enumeratedltkliines, we use the value of the tangent anjglef.
Figure 4(a)) to the respective curves (i.e., the directiothe gradient to the equi-potential curves) at the source.

With respect to Figure 10(a), the immediate benefits of theR®R mechanisms can be intuitively explained as:
(1) EFR would have “forgotten” that nodes is the closest node to the original field-line; (2) EFR wouddtdadouble-
loaded nodes likens, sny andsrs — because both routes would follow the same actual path. Féwdhead associated
with retention of the reference field line is insignificarit|east comparing with the load-balancing benefits it attain
as the experiments will demonstrate, since one extra bytpgeket is sufficient to encode 256 different reference

5We note that in the original work [41], a bound is placed onahgle that the next-hop can have with respect to the tangentttie direction
of Fy) atsm.

10



Source Source
4 L]

Source

‘\@ /}

(@) uskiﬁg EFR (b) using MP-FPR

Figure 8: Comparison of the state-of-the-art EFR and theshalernative, MP-FPR. (a) EFR (i) fails to utilize a
significant fraction of the network’s resources (bottonipsk) and (ii) has undesirable path merging effects at the
boundaries of the network (upper-left arrow). (b) MP-FPRrects these 2 shortcomings.

lines, a sufficient number for many practical purposes.

3.1.2 Accurate Field Line Forwarding

Let d(pa) = da be a function that returns the indéx of the residency field line of an arbitrary poip4 in the 2D
cartesian system. Specifically, given a pgmat the ®(pa) returns the angle of the electric field vector evaluated on
the same field line at the origin of the field, as illustrateéigure 4(a).

Field persistent forwarding mechanism aims to minimizedaeiation from a given reference field lide This
mechanism prevents path merging and ensures re-splittiagyomerged path whenever feasible. Accordingly, min-
imal deviation can be achieved if the downstream relay nadeshosen in a manner that minimizes the field index
difference between thesidentand thereferencefield lines. Specifically, assume thidB; denotes the set of 1-hop
neighbors of a relay nods. that prepares to forward a data packet. The electrostdtidifie index®(Ls;, ) evaluated
at the locatiorls, of each of the candidate nodsis € NBc, based on successive applications of relationship 5, and
the residency field line inded of the reference field line, can be used to identify the bestlicite nodery via the
following expression:

sh = (sn,sn, ) = Argminspeng, {|®(Lsy) — ¢/} (6)

where the resident field line of a given nosi can be determined based on the: (1) location and charge of the
source(s); (2) location and charge of the sink; and (3) its lmgation.

Equation 6 captures the essence of FPR operations, enabtngate assessment of any field line deviation. This
equation, however, is not sufficient, as it does not compgraféic flow information, i.e. direction, which is needed
for ensuring continuous forwarding progress towards th&.siNamely, a decision taken solely on Equation 6 is
susceptible to local minima effects and can lead to routimgp$. For example, assume two sequential relay nodes
sn € NBj andsn; € NB;, such that{sn,sn;} € NBj(\NB;.. LetA¢(sn,$) represent a measure of the deviation of
nodesny from the reference field ling, defined as:

Ag(sn, d) = ’(D(Lsrk)_q)‘ (7)
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Figure 9: Impact of boundary effects over the path diversitthe network

where®(Lsp ) represents the index of the residency field line of sensoesnd If A¢(sn,¢) < A¢(sn,¢),Vsn €
NBi UNB;j \ {sn;} andA¢(sn;,$) < As(sne, ),Vsnc € NBUNB; \ {sn}, then nodesn andsn; will form a routing
cycle, since according to Equation@gsn,¢) = sn;, andl"(sn;,¢) = sn.

To enable forwarding progress evaluation, a progress onateds to be defined. Assuming thaf is the current
relay node, lel.mpp(¢) denote thedeal cartesian coordinate where a sensor node should be loaateptimal
forwarding decision, i.e. providing no field line deviatiand maximum progress/advancement with respect to the
direction of packet flow along field ling. We refer toLmpy(¢) as themaximal progress pointAccordingly, the
deviation from the maximal progress point can be defined l&s/fs:

Ap(sn,sre, ) = [sn, Lmpp(srt, ¢)]| (8)

where||sn,Lmpp($)|| represents Euclidean distance.

Equations 7 and 8 define the two deviation metrics that fomrfdlundation of FPR’s accurate forwarding mech-
anism. To formalize the forwarding decision, a cost funttian be defined based on normalized variants of the two
deviation metrics. Specificall3; can be expressed relative to the minimum and maximum resiigdoh line index
difference of all the field lines that intersect the commati@n rangeR; of a current sensor nodg, as illustrated in
Figure 11(a), or deviation from the maximum progress pd@stillustrated in Figure 11(b). Following the notations
from Figure 11(a), i.ePy,t andPy, represent the two orthogonal extremities of the commuigicatinge relative to
the direction of the resident field vector of a current relaglesr, ®(Pout) = dout andP(Pnn) = dinn the correspond-
ing field line indexes at the extremities of the communigatange, then the normalized field line deviation function
can be defined as:

1 — Qout—®(sn) ifd(sn) > ¢

A dout—9 ’

At(sn,sh,d) = _ )
( e b | ifd(sn) < ¢

and the maximum progression deviation as:
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flows (b) Corresponding high-level view of the path-mergamgl path splitting

Bo(SN, ST, §) = ”S”’ng;éfm¢>>|| o

whereR; represents the communication range.

Considersn, a current sensor node that executes the forwarding deciaimNB. the candidate list of 1-hop
neighbor nodes. Based & andEp, a cost function can be defined and associated with eachd=atediodesn € NB.
to penalize both deviations from the progress along a fiek] s well as deviations from the reference field line itself
given by the geographical location i, as follows:

n(sn,sre,®) = Bl (SN, sm, ¢) + Bplp(sn, si, d) (11)

This cost function effectively establishes a tradeoff lmtwthe two deviations when no candidate node is located at
the maximum progress point. To enable trade-off calibrai@ach deviation can be weighted. Betand(3, represent
preference tuning/weighting factors between field-lingia#on and maximum progress deviation respectively. €her
is no optimal selection of these weighting factors, as threyagplication specific. However, as a refereifige> Bp —

for rich path diversities, in order to minimize path dewais, and3s < B, — for applications in which timely delivery

is paramount. Figure 12 presents another practical cosgpabetween EFR and FPR’s forwarding strategies. As
it can be seen, assigning more weight to field line deviatid?R can yield sequences of relay nodes with minimal
deviation from the field lines. Relation 11 can be, consetiyezxpressed equivalently as follows:

snc=T(sn,$) = Argminsyeng, {N(sN, s, ¢)} (12)

We continue now with the evaluation of two important paramet the maximal progress point coordinate, cf.
Figure 11(b), and the field line magnitude limits, cf. Figlifga), required for evaluation &, andA¢. Subsequently,
the FPR forwarding algorithm is being presented.

Maximum Progress Point. Determining the maximum progress poltipp(sit, ¢) relative to a relay nodsn. and
reference field ling is necessary for evaluation of the progress deviation fakto The maximum progress point is
given by the intersection of the communication dikn:, R;) of the current relay nodsn, having a transmission
rangeR., with the reference field ling.

Traditionally, determination of the maximum progress pairay be very difficult to be accomplished parametri-
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cally, i.e. via solving a complex set of differential equaits, and in some cases impossible as the set of differential
equations may not have a single solution. From a practichfeasible standpoint, considering the limited compu-
tational power sensor nodes posses, we propose an apphadchkltes on an important property of the electrostatic
field and electrostatic field lines. Specifically, the elieclield is a continuum surface, and electrostatic field lides

not distinctively exists in the field, they are a mere abstvésual representation that aids describing the electiast
field intensity and direction of the field at arbitrary locats. However, the "virtual” field lines, when visually repre
sented, they do poses a non-braiding property which isdreigon to build non-braiding routes. To this end, rather
than parametrically determingnpg(sre, §), we rely on a numerical solution, which is based on the sameeqat that
underlies the visual representation of the electrostatid fines in a 2D field, such as a computer screen.

Specifically, we determinkmpp(ste, §) by effectively plotting a path-segment of the field line, iremory, by
each active relay node, and mapping the plot in the physielal. fiFor this, we use the field line plotting algorithm
developed by L. Kirkup [33], which follows the field line pattonstruction mechanism devised initially by [45].
We subsequently refer to this mechanism as the Kirkup-Méeid line calculation mechanism, or shorthanded as
KM-path mechanism.

According to [33], the KM-path mechanism relies on two intpat field line properties: (1) field line vector is
tangent and thus "parallel” to the electrostatic field attdmegential point, and (2) the number of field lines per unit
area is proportional to the magnitude of the field at that {politirkup acknowledges Merrill [45] to be the first to
demonstrate that it is possible to use the first property lzutate the field line path. The main observation is that,
considering a field vectdf evaluated at a certain locatigr, y:) represented along the two cartesian coordinBges
andEy cf. Figure 13(a), a small displacemdhalong the field line from the current locatiany can be made under
a linear approximation of a field segment of s2eas illustrated in Figure 13(b). The consequence is thatydoy
small displacementd, the triangles formed by the vectors in Figure 13(a) and L& similar. Consequently, the
displacemenfy, andAy along the cartesian axes can be computed trigonometriastlly

Ay =D cosB = ﬁ
X TRy

o Vi (13)
Ay =D sin = TEne

Complete end-to-end plot of a electrostatic field line carcdnied by applying iteratively the relations 13. For
determiningLmpp(¢), @ node needs determining only a small segment of the fieddl fint the entire field. For this,
the iterative process is initiated by the current relay neiddocated at(x,yc). Figure 14 illustrates the process. The
field line segment need not span outside the communicatiayer;, hence the iterative process termination criteria
can be formalized as:
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Figure 12: EFR vs FPR forwarding comparison where FPR'’s ktsigf s = .6 andfp = .4 favor reducing path
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[l (%, Ye), (X, Vi)l > Re (14)

where(xc, k) represent the location obtained afiélt displacement operation, anidxc, yc), (X, Yk)|| represents the

Euclidean distance between the two points. This conditiems from the definition of the maximal progress point,
which is defined at the boundary of the communication range, i

[[Lsre; Lmpp(St, §) || = Re (15)

Algorithm 3.1.2 summarizes the steps required to calcuksenaximum progress poititpp(Ste, $). The algo-
rithm starts with an initial estimate of the maximal progrpsint, given as the intersection of the communication disk
edged(sr, R:) with the segment determined by the tangent at the refereglddifie §, cf. Lines 1-4. lteratively, the
tangent segment is rotated clockwise or counter-clockimiseder to obtain closer maximal progress point estimates,
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cf. Lines 7-13. Algorithm terminates when a maximal prognesint estimate has been determined with a predefined
accuracy threshold, cf. Line 6. The logarithmical reduction of the rotationah@unts dictates the run-time com-
plexity of the algorithm ofO(lg m), wherem = % represents the rotational resolution required to attaimeses
with accuracye in the progressive plane cf. Figure 14. In general, largévoek size and/or path lengths result in
better initial estimates of the maximal progress pointseguently the constant embedded in the run-time complexity
is small.

The accuracy of thempp(sit, ¢) is given by the size of the field line displaceménti.e. Lmpp(sit, §), (X, Yi)|| <
D. The runtime performance of the algorithm is approximagiv@(R;/D), i.e. linear with the number of displace-
ments within communication range (assuming linear appnation). As it can be seen, displacemengffectively
establishes a tradeoff between accuracy of field line reptaion and computational overhead. Determining the op-
timal tradeoff does not make the subject of this work and wesiter it a configurable system parameter, however, we
note that it may be adjusted depending on the communicadingerand/or the length of the field lines.

In a sense, Algorithm 3.1.2 can be expanded to determinentire éield line within communication range, not
only in the progression field, effectively yielding a dibuited variant of KM-path based electrostatic field line de-
termination. Accordingly, each sensor node builds onlylbperts of a field line, which we refer to as field line
fragmentswith no global representation required. End-to-end rautilong a particular field line is enabled by the
fact that sensor nodes associated with a particular routirg collectively, all partitions of a complete electais:
field line. Figure 15 illustrates the distributed deternimaand representation of an electrostatic field line inresee
network.

Field Line Magnitudes Limits.

Normalized orthogonal deviations with respect to the fiadter of the reference field linfecan be evaluated by
determining the ratio between the Euclidean distathaef a particular sensor nods from the reference field line
to the maximum deviation space given by the communicatiogedR.; specifically,A; = g Note that this method
represents an efficient, yet more precise, deviation measemt than the original definition based on field line indexes
c.f. relation 9, since it is evaluated in the close proxinotghe maximal progress point and current sensor ravge

This approach relies on the same assumption used for deiaegrthe KM-path: field line "arch” between two
sampling point&— 1, k can be linearly approximated if the KM-path field line dispganenD is small. Consequently,
for a sensor noden, the distance between the node and the field line cdrean be approximatively determined by
the height of the triangléLyx_1,Lsn, Lk), wherelLy_1 andLy represent the two closest sample locations along the field
line to Lsy, where{Lx_1,Lx} C E? ={Ly,Lo,...,Lmpp} represent the set of sample field line locations resultiomfr
execution of Algorithm 3.1.2. We refer to the process of datringLi_1, Lk for a particular candidate relay node
asfield line proximal sample searchnd the respective field line samplas 1, Ly — proximal field line samples.

Assuming that ¢ are being cached locally aty, the proximal field line samplds_1,Lx can be determined via
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binary search ovelcy. The run time of this process B(lg|Lt|), where|L¢| represents the cardinality of field line

sampling set ;. Figure 16(a) illustrates this process. Subsequentlyhéight of the triangle trivially by applying a
derivation of Heron’s formula, and it is given by the follavgi relationship:

6= 2 V35— a b5 (16)

and, correspondingly, the field line orthogonal deviation:

2

Af =
f cR.

V/s(s—a)(s—b)(s—c) (17)
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Algorithm 1 Maximum Progress Point Evaluation

Input:

Osnk {Osrc}: the sink and sources charges information,
¢: the original field line,

si.: the location of the current-relay sensor node,

Rc: the communication range

D: displacement

Output:

Lmpp(¢) - the maximum progress point w.r.t. to original field lipe
Algorithm:

. Evaluate field vectoE at Lsn, using relation 5

k=0

Xk = Xe

Yk =Yc

: while [|(Xe,Ye), (%, Yi)|| < Re do

k—k+1

Determine, andAy using relation 13
xk::xkfl4‘Ax

Yk = Yk—1+4y

: end while

: Lmpp(sre; §) < (X, Yk)

=

© oo N b

R
— O

where:

HLsn,kalH
([ Lsn s Ll

| Lk—1, Lkl
atb+c
2

a=
b=
o (18)
S=

conform notations from Figure 16(b).

Forwarding Algorithm.

The field persistent node selection process is summariz&thorithm 2, and consists of the necessary steps to
perform the evaluation of expression 12. The complexityhef algorithm isO(n+ Igm), linear in the number of
candidate neighbors= |NB;| of a current forwarding nodsr,, andm = % corresponding to Line 1 and Line 5 of
the Algorithm. The evaluation of the field line magnitudesits, as well as the normalized deviatidhsandAp, can
be evaluated in constant time.

There is one important aspect that remains to be addreskedoiimalization of the field persistent forwarding has
been presented on an assumption that the current relay esidemcy field line coincides with the reference field line
¢. In reality, this need not be the case. To address this prghie adopt an anchor based mechanism, which enables
virtualization of the location of a sensor relay to enabkedforementioned residency assumption, as long as distance
between the two locations, real and virtual, is within thegi@al communication range. This approach enable a virtual
compensation of the path deviation, however, the two difiepaths, i.e. real and virtual, must remain tightly codple
in order to ensure the communication range restrictionutnout the route. These aspects are addressed next.

Path Deviation Compensation.
We formally define gpathbetween two distinct sensor nodes as an acyclic sequenetagfirodes
Y =< sm,snm,...sn >, such that|sn,snj|| < R; for any sub-sequence sn,sn; >C Y, where||sn,sn;j|| represents
the Euclidean distance between the two sensor nodes’ dmsatUnder ideal conditions in which a sensor network is
infinitely dense (a continuum), given a reference field §in¢he shortest path, in terms of hop-count, associated to the
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particular reference field line, effectively consists ofegsenceY(¢p) =< S, ST, ... STk > of (virtual) sensor nodes
all of which are residents on the reference field line, andh @hevhich evenly spaced along the field line at a distance
R given by the boundary of the communication range, |j3,51|| = R, for any sub-sequence s, sm >C Y(9).
The corresponding sequence of 2D coordinates of the sendesion pati(d), namely< Ly,Ly,...,Lx > represent,
in fact, a sequence of maximal progress points along the sei@ence field line< Lmpp ,Lmpp,, - - -, Lmpp, >-

Under realistic settings, however, in which sensor netvdarksities are finite, not all of the sensor nodes that form
areal pathv{¢p) =< sm, sm, ... sn > will be residents of the associated reference field dinelowever, it is possible

to obtain a mapping fronY(¢) to Y{(¢) paths, since the forwarding decision in MP-FPR is based erlitributed
set of maximal progress points, i.¥(¢). Accordingly, for each reference electrostatic field linbetween a source
and a sink node, two distinct paths are devisedrtaal path,Y(¢), and areal path,Y(¢). The mapping between the
two paths must satisfy the following property, wheneversitde: for any real relagn € Y{(¢), there exists a virtual
anchorsm € Y(¢) such that|sn,sTj|| < Re. We refer to this property as tmede coupling propertyunder the virtual
anchor model, forwarding decisions are made according tofanite dense network model, however, the actual relay
nodes in the real field represent mappings to respectiveoasicBquivalently, actual relay nodss act as "hosts”, as
they perform the computations and communication taskcéged with a forwarding decision on behalf of a virtual
nodesn; situated atmpy . Figure 17 illustrates the association of host nodes toaimodes.

The overhead of this virtualized routing approach consistending one virtual locatiolompp (¢) along with the
payload message. Field persistent forwarding is evaluaiative to the current virtual location, rather than cotre
host node. i.eLi < Lmpp(9), 1 <i<n.

The last remaining challenge is maintaining a tight coupletweeny(¢) andY(¢) paths, i.e. ensure satisfac-
tion of the node coupling property whenever possible. Ananggound on the coupling between the two paths can
be quantitatively measured via a restricted, discretelfétedistance metric, and the goal is to maintain the coupling
among the two paths bounded by a finite amount. A quick overaieer the Frechet Distance is presented next.

Discrete Frechet Distance Overview

In mathematics, the Frechet distance is a measure of sityitsatween curves that takes into account the location
and ordering of the points along the curves.

Let A andB be two given curves. Then, tH&echet distancéetweenA andB is defined as the infimum over
all reparametrizationa andp of [0, 1] of the maximum over all € [0,1] of the distance ir§ betweenA(a(t)) and
B(B(t)). In mathematical notation, the Frechet distance F(A, B) is:
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Algorithm 2 Forwarding Algorithm

Input:

Osnk {Osrc}: the sink and sources charges information,

¢: the original field line,

si.: the location of the current-relay sensor node,

Rc: the communication range

€: accuracy parameter

Bt,Bp: the cost function weights for the field line deviatip, respectively progress deviatidip components
Output:

Shext - the identity of the next relay node
Algorithm

1: DetermineLmpp(¢) using Algorithm 3.1.2
: Determinedmax anddmin

. EvaluateA; cf. relation 9

Evaluateh, cf. relation 10

Shhext= I (sn, ¢), cf. relation 12

Next
Forwarding

v

o, g Next Forwarding

S, (Host) Node

Current
Virtual Node
(Anchor)

Ay

Original s
Field * S10
Line

Figure 17: Mapping of virtual nodes to host nodes. Virtuad@d; is hosted by nod&;, whereas the next virtual hop
Vi is hosted by nod&; € NBg,

F(A,B) =infq gmadcpo,1 [|A(a(t)) — B(B(Y))]] (19)

The Frechet metric takes into account the flow of the two cuilvecause the pairs of points whose distance
contributes to the Frechet distance sweep continuoushgateeir respective curves. This makes the Frechet distance
a better measure for similarity of curves than alternatigash as the Hausdorff distance. It is possible for two curve
to have small Hausdorff distance but large Frechet distalfideand B are two curves, the decision problem for the
Frechet distance can be expressed as whé&tf®eB) < c, wherec is an arbitrary constant.

The discrete Frechet distance, also called the couplingrdie, is an approximation of the Frechet metric for
polygonal curves, defined by Either and Mannila [56]. Thecrdite Frechet distance considers only the distance
between vertices of two polygonal representation of cynwithout assessment of intermediary points along its seg-
ments. This special structure allows the discrete Frecisgrtte to be computed in polynomial time by an easy
dynamic programming algorithm.

Bounded Path Coupling for Minimal Path Deviation.

Because vertices in a real path are uniquely associatedticesin the virtual path, a restricted version of the

discrete Frechet distance is necessary to accuratelyatgadm upper bound on the coupling among the two distinct
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It can be observed th& < F

paths. The restriction reduces the evaluation space toiomehich a vertexk in Y(¢) is evaluated against vertex
kin Y{(¢). Figure 18 illustrates this evaluation for two differentipg As it can be observed, the distance between
two consecutive vertices, corresponding¥ig) and Y(¢), can vary significantly, because: (1) the virtual paths is
dictated by the communication range and the curvature ofi¢ha line, whereas (2) the real path is dictated by the
local distribution of nodes in the vicinity of a host node.Sequently, large Frechet distances correlates to the case
in which path coupling is poor, i.e. large deviations exisbag the two paths. The goal of this Section is to devise an
algorithm that can control the generation of anchor poim& imanner in which path coupling is bounded and small.

Let a\—(@) =151=1 |Gi-1,Li||, anddyg) = 1 51=0||Li_1,Li|| represent the average distance between consecutive
locations In the two associated paths paths, virtual anldpagh respectively. Note that, due to the ideal context in
which the virtualY(¢) is built, i.e. each subsequent relsry, ; node is found at the boundary of the communication
rangeR; of the forwarding noden, thendy, )= Rc. In real conditions, it is expected tfﬂtp(q,) < R, asitis may be
the case that forwarding nodes can not be found at the maxipnagress point location, however, it is expected that
dyig) — Re = dyy4) as the density of nodgs— o.

In practice, network densities are finite. Consequentlg, ¢bupling distance betweeid) and Y(¢), i.e.
]am) _ay(q,)‘ is expected to grow, as a measure of increasing path dewsatidhis phenomenon is particularly

observed towards the end of long paths, in the vicinity ofgimk nodes, as illustrated in Figure 18(a). However,
such deviations can be controlled and bounded. For thisvakei@e the inter-path coupling at each Hop.e. the
actual distance between the actual sensor sogéocated atx and the corresponding anchor poinfat= Lmpp,

ie. 655% = ||Lk,Lk||. During a message forwarding step, run-time adjustmentiseigrocess by which the anchors
are determined are needed in order to maintain the pathiogupithin predefined limits, equivalently, maintain the
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following path coupling invariant:

Sy < W (20)

where 0< | < R..
Maintaining this invariant will ensure that the Frechettalise between the end-to-end real and virtual paths is
also bounded:

F(Y(9),Y(9)) < W (21)

The sequence of anchor$d) along a reference field ling is effectively dictated by two factors: distribution of
electrostatic charges, and the communication rdgéRecall that each anchor is dictated by the maximum progress
point evaluated via Algorithm 3.1.2. One can control thephaent of a certain anchor point by effectively modifying
the communication range, namely using a virtual range patenR; such thaR, < R.. This approach can effectively

reduceaw,) =R, < Rc. Thus, itis possible to control the execution of Algorithmi.2 such thaﬁ% <R, as it will
be shown next.

Algorithm 3 represents an adaptation of the forwarding Allpon 2 for arbitrarily dense networks that takes into
consideration the specifics of the anchor based forwardimpiter-path coupling issues to ensure minimal path
deviation and accurate field-line forwarding. The adapteis performed in the loop between lines 4 and 11, and the
invariant in relationship 20 is ensured via the verificatidtine 11. The evaluation of the algorithm is made relative
to the current virtual locatioheyr(¢), initialized at line 2, and propagation of the maximal pesg pointmpp(¢) for
the next iteration is ensured in Line 12.

We conclude this Section with the following observation. afogous to EFR [41, 31], the MP-FPR approach
proposed here is an instance of the trajectory-based fdmg(TBF) [42] paradigm. To specify a given trajectory,
the source selects anitial outgoing angle(cf. ¢ in Figure 4(a)), which the relay-nodes carry over as parhef t
transmission-packet. This is what enables the source temgnt different policies ddlternatingamong routes: e.g.,
by discretizing the values df € [0, 211, the family of possible routes can be indexed, and a boundegraced on
their total number. Clearly, this entails that some nodesations may not belong to an actual route, however, in such
cases (as suggested in the original work [42]) the nodeswitlonsidered to belong to the closest route.
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Algorithm 3 Bounded Coupling Field Persistent Forwarding Algorithm

Input:
Osnk {Osrc}: the sink and sources charges information,
¢: the original field line,
si.: the location of the current-relay sensor node,
Rc: the communication range
€: accuracy parameter
Y: maximum admissible path coupling value
¢ communication range regression rate
Bt,Bp: the cost function weights for the field line deviation
As, respectively progress deviation
A, components
Lmpp(¢), the next virtual relay coordinates
Output:
Shext - the identity of the next relay node
Algorithm:
R*—R
: Leur(9) < Lmpp(d)
repeat
Determinelmpp(¢) using Algorithm 3.1.2 with communication rang andLcur($)
EvaluateA; cf. relation 9
Evaluated,, cf. relation 10
Determinesmeyx; by applying relation 12
Evaluate deviation distan@e= ||Lmpp($), Lsmexll
R* — ¢R
until < Y
: EmbedLmpp(¢) in the forwarding message
: Forward message &hext

=

©eNOOR WD

[

3.2 Boundary Effects and Method of Images

Some studies have proposed solutions to this problem [31b&62these methods yield complicated solutions, or even
elude closed-form solutions.

Recall that path merging of initially-different routes calso happen at the geographic boundary of a given net-
work. The so-called boundary condition problem has beeresidh [31, 52] via partial differential equations, however
such solution is clearly not practical for WSN settings.téasl, the method adopted herein is based on a well known
physical heuristic,riethod of imaggswithin the same electrostatic framework, to achievelwesthe boundary prob-
lems in a simpler and distributed manner.

Let dR be the boundary of the deployment region. The goal is to redue severity of the path merging effects
near the boundary. Assuming that a chaggés located at a distanakfrom the boundary (cf. Figure 20(a)). Finding
a potentialg such thaty@ = 0 for r € dR will create a zero-potential effect on the boundary, thergbiding the
field lines, and associated paths, away from its border. Téthod of images suggests to place an additional, virtual
chargeg at position—d from the boundary segment under consideration. For a giean pn the boundary € dR,
we obtain:

|.Q

o0~k (5-3) g

=

and derivedy@(r) =0 forr € oR.
Knowing the geographical limits of the network (by eitheefipading it or executing an appropriate algorithm [13]),
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Figure 20: Method of Images: (a) A virtual chargeand a zero potential @R. (b) Decreasing the boundary-paths
merging. (c) 3 virtual charges near corners.

each relay node can decitieally whether to apply the method of images or not. If a given nodise to the border,

it will include the virtual image charges in the calculatmfits field vector. In the case a particular node is close¢o th
corner of the WSN boundary, more than one virtual chargesheayeeded — e.g., 3 image charges are utilized for the
corner in Figure 20(c). We note that the method of imagessieana uniqueness theorem for the Laplace equation,
and can be applied to sufficiently regular boundaries.

3.3 Multi-Pole (MP) Protocol for Charge and Route Managemehin MP-FPR

One of the key advantages of multipole electrostatic rauignits capability to reduce MAC collisions by forming
mutually exclusive routing areas for each source (cf. Fg(b)). To realize such mutually exclusive areas, each
source needs to have an up-to-date information about tisérexicharges (sources) in the network. A dissemination
mechanism was suggested in [31], in which sink and sourcesiadvertise their locations and respective charges
by flooding. This may be a sound choice, assuming that the V¢SMmse and the nodes’ locations are uniformly
distributed, since a significant fraction of sensor nodeslma expected to participate in relaying duties. However,
when path-merging occur, the flooding-based disseminaticurs costs that outweigh the benefits. To alleviate the
drawbacks of flooding-based dissemination, in this seatierpresent a light-weight, non-flooding protocol for the
maintenance of electrostatic multipole fields.

The MP-FPR protocol consists of three main protocol comptme

e Query Dissemination and Charge Allocation
e Route Establishment

e Data Forwarding

Also, it is important to note that MP-FPR relies, in fact, mmotdistinct forwarding mechanisms. First, it relies the
electrostatic field line forwarding (EFL) for all heavy amahf terms stream delivery, such as user payload information
from the source to the sink node. Specifically, EFL consisildhe mechanisms discussed in Section 3.1 and 3.2, such
as the accurate field line forwarding and method of imaggseaelly. For all other lightweight control messages
and related tasks, such as query dissemination, charge ahafpthe route establishment tasks, MP-FPR partly
relies on greedy shortest geographic path (SGP) routindnamésm similar to BVR [18], where packets are sent via
a geographically shortest path towards a known physicalrdgi®n, for the following reason: it does not require
prior route testing or establishment, which is ideal fordely of single-instance messages, such as dissemindtion o
QUERY messages, or short-lived streams, such as acknombtignessages, which result in improvements in terms
of timely completion of control-related tasks, with copeading reduced energy consumption.

The detailed protocol behavior and interplay of sink andsewmodes in our Multi Pole Field Persistent Routing
protocol (MP-FPR) is shown in Algorithms 4 and 5. In sequelpsevide an overview of each protocol component
and the mapping of protocol related tasks to these algositlomtlining the types and content of the main messages
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Table 1: MP-FPR Messages

[ Type [ Functionality [ Protocol Phase [ Forwarding [ Fields of Interest]
QUERY Query Specification Wrappef Query Dissemination and Charge Allocatiqn ~ SGP Lsre, Ce, Nr,
UPDATE | Charge Information Update | Query Dissemination and Charge Allocatign ~ SGP Lsre, Ce
RREQ Route Request (Probe) Route Establishment EFL Lsres Ce, Tis tsent
ACK Route Acknowledgment Route Establishment SGP Lsre, Fi
DATA User Data-Payload Wrapper| Data Forwarding EFL ri, Data

utilized in each of the three protocol components. A sumnotiiese messages is presented in Table 1.

Query dissemination and charge allocation:This protocol component consists of messages generatduelsirtk

and has several goals. First is to forward the user queryrtisihe source and is achieved through a QUERY message
sent by the sink with SGP forwarding towarbs. — the location within the area where data relevant to theyquer
should be collected from. A sensor node which is geographici@sest tolLgc will assume the role of the source for
the given QUERY message, and initiate its processing. Sbgoal is to disseminate electrostatic charges information
which consists of a set of (location, magnitude and exmgirgtinformation associated with each routing end-point,
i.e. source or sink node, in the network. For example, ifétsem source nodes relaying data-streams to a common
sink, the QUERY message contains aGgt= {esni} U {ai € 1,m} of electrostatic charges The sink node keeps
active sources informed about joining sourcesWRDAT E messages (cf. Alg. 4, lines 5-7). Upon reception of an
UPDAT Emessage, an active source updates its knowledge abousotltee nodes, sets its active routes to pending,
and re-runs the route discovery due to possible changes iothing behavior of intermediate nodes (cf. Alg. 5, lines
15-23). Third goal is to limit the number of alternative path be built in order to correspondingly bound the duration
of the route establishment protocol component. We refeniglimit as thepath diversity quotaand it can be either
user specified or system predefined. Path diversity quotanisalled via a numerical parametsr = |St| embedded

in the body of the QUERY message.

The sink node initiates and is in charge for the completiothef query dissemination and charge allocation.
Algorithm 4 summarizes all the steps required by the sinkotmplete this task. It is important to note that the sink
node keeps track of all active sources (and their charges) appropriate data structure, as illustrated with the tgpda
in line 8 of Algorithm 4. The sink unicasts the location of thew sourcegrc’) and the assigned charge to the active
sources (lines 5-7), and tl@UERY message to the new joining source nadé (lines 8-9). Upon reception of a
QUERY message, the joining source node resets its state, pamseseh query, and starts the route discovery, as
specified in lines 3-5, in Algorithm 5.

Whenever a new data source is added to the existing set afeso@des, a new corresponding charge is added to
the virtual electrostatic field. The charge information é&ny updated at each of the source nodes via an UPDATE
message. For example, if there werelifferent sources in the network, excluding the newesvatgd one by the last
QUERY message, than UPDATE messages are sent via the SGP forwarding mechanisactoof them existing
source nodes. Upon receival of an UDPATE, route establispincess is re-initiated by the source nodes in order to
establish new families of routes that are consistent wighniw charge distribution.

Route establishment:Initiated upon receiving a QUERY or UPDATE message at a sonotle, theoute establish-
mentis a two-phase, request-acknowledgment process. Duratgguesting phasehe source node selects outgoing
angles for the specified path diversity quota informatipnand transmits a set of corresponding RREQ messages
alongdistinct electrostatic field lines towards the sink (cf. Alg. 5, lifk40). A RREQ message carries a list of
network’s current charges: as well as the field line index (equivalently route index¥ S; identifying the field

line a specific RREQ message is to be sent along. To amorézad$ociated transmission cost of the charges, this
information is sent only once along along RREQ messages;actted locally by the route’s relay nodes; subsequent
DATA messages will not carry them. The source node will afsmrporate its actual location informatibg. in the
RREQ message such that sink’s maintains a more accuratsegpation of the actual sources. Note that the actual
source’s location may not coincide with the user-specifoedtion within the QUERY message due to finite coverage
of the deployment area. A timestaryp; is also included in the RREQ message to assist in determithanguality

6|n analogy to Coulomb’s Law [30], the electric charge assthto a source is reciprocally proportional to the squardefrelative distance
between the sink and the source. The charge of the sink isthese-sum of the all the charges of the individual sources.
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Algorithm 4 Sink behavior in MP-FPR routing protocol

Input

snke R?: position of sink nodeL € R? x R x R: (position, charge, duration) of active sources
srg,srcd € R?: geographic positions} € R: electric charget, € R: duration time, ¢;: route identifier
Algorithm:

1: loop

2:  if query injectedhen
src,t,¢’ « pars€userQuery
g < createChargésrc,snk
for all active sourcesrg do

sendToNgU PDAT E(srq, snk (src,q,t))

end for
L« Lu(srd,q,t)
send ToN€iQU ERY(src,snk userQueryt’,L))
10: else ifmessage receivatden
11: if typgmessage== RREQthen

©e N AR W

12: srg,varphi < parsdmessagge

13: sendToNetACK(srg, snk varphi))

14: else iftypgmessage== DATAthen

15: extract sensor readings and present to user
16: end if

17 endif

18: end loop

(e.g. latency) of a specific route. We assume that nodes baselly synchronized clocks [49].

If, upon the receival of a RREQ message, it is determinedRRIEQ’s route exhibited an admissible latency,
the route is acknowledged, during taeknowledgment phasky sending back a corresponding ACK message to the
specific source (cf. Alg. 5, lines 11-14). The route indgefor the route that it acknowledges is included in the ACK
message. Note that ACK messages are sent back via the SGRmschowards the actual location of the source
Lsre, and not via EFL mechanism the corresponding RREQ messagsamé Every acknowledged route is added to
a source-maintained set of acknowledged roS?é“sg St, i.e., a pool of routes that are available for data forwagdin

Data forwarding: The DATA messages pertaining to a data-stream as a resuleo§ grocessing are forwarded back
to the sink node as soon as a source has successfully disdoxadid routing paths. DATA messages, which contain
user specified information as payload, are forwarded in @nredting manner among the individual routeBom the

set of acknowledged rout$°k, via the EFL mechanism. The source node adjusts the flow patesoute based on
the electrostatic field (packets are sent proportionalthéomagnitude of the field, as suggested in [31]) (cf. Alg. 5,
lines 24-29). Upon receival, the sink node extracts the aggspayload and returns it to the user application (cf. Alg.
4, lines 14-16).

3.4 QoS-Control Framework Based on Virtual Electrostatic Charges

In this Section we present a mechanism that complements RFP{frotocol’s functionality for ensuring certain
user-facing performance guarantees. Field persistetingpand method of images methodologies target primarily
network-oriented performances, such as network’s operatiifetime via advanced workload balancing techniques.
However, one needs also take into consideration the usgrgf@erformance requirements and tolerances, to achieve
a feasible balance.

There are two important user-facing performance indicaddinterest from a routing perspective: (giability
and (2)timelinessof the data-stream delivery. The former concerns the adif the data-stream that was success-

"This is to prevent local-minima or other factors to affe treliverability of the ACK message, thus increasing patersity
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Algorithm 5 Source behavior in MP-FPR routing protocol

Input:

src, snke R2: geographic positiorl, € R? x R x R: (position, charge, duration) of known sourcBs; N:
acknowledged routes? C N: pending routes

p € R?: geographic positions} € R: electric charge, € R: duration timeg$ € R: route identifiern € N: maximum
number of routes
Algorithm:

1: loop

2:  if message receivatlen

3 if typgmessage== QUERYthen
4: L,n,snk— parsgmessagge
5: PR—0
6: for 1<i<ndo
7 i — %
8: P—PuU;
o: send ToNERREQsnk src, ¢i,L))
10: end for
11 else iftypgmessage== ACK then
12: ¢ — parsdmessagge
13: R—¢d
14: P—P\¢
15: else iftypgmessage== UPDAT E then
16: (p,q,t) — pars€message
17: L—LU(p,q,t)
18: for all ¢; € Rdo
19: P— PU®;
20: R— R\ ¢
21: send ToONERREQsnk src, ¢i,L))
22: end for
23: end if

24:  else ifsensor readingd availablethen
25: if R# 0then

26: dinit < selectRout@R)

27: sendToNeDAT A(snk src, dinit, L, d))
28: end if

29: endif

30: end loop

fully delivered to the user, while the latter concerns thd-esend packet delivery latency of the data-packets withi
the stream. MP-FPR relies on a rich family of paths, each d€lwhsed in alternation, as a load-balancing mecha-
nism. The satisfiability of the first performance indicat®iconsequently trivial: MP-FPR can be easily adapted for
alternating subsets of paths, rather than single pathsiatea for delivering copies of a data-packet, as a standard
mechanism for improving deliverability performance, #fere we do not pursue this topic further. Tiraelinessof

the data-stream delivery is, however, particularly chrjlag to achieve without directly affecting the workload-ba
ancing provisions that trivial route QoS control methodds based on route suppression (illustrated in Figure)21(a
may yield, especially considering the lifetime-criticagions in the immediate vicinity of source and sink nodes. We
thoroughly analyze the timeliness aspect in sequel.
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Figure 21: a) Route suppression model for routes QoS comerathy routes are discarded from the overall family of
routes; the utilization of the relay nodes in the immediatanity of source and sink nodes is subsequently affected b)
Route constraining model: constrain routes to be built withsmaller allowable routing field, in order to continue to
harness the electrostatic field based routing benefits withaed path diversity impact

3.4.1 End-To-End Packet Delivery Latency Components

Let Ty, denote the amount of time a message spends within a givenmeldesn. We refer toTy, as the packet
forwarding time spent within an arbitrary host nodg. The forwarding time accounts for the queuing tifg
processing timdp, and outbound communication tindg:

T =Tp+Tg + Tg (23)

Assuming a patlY" =< s, S, ...,srx > represented as an ordered sequende s#nsor nodes, then the end-
to-end average packet delivery laterigyrepresents the sum of the packet forwarding times withim ealay node,
specifically:

k k
Ty= 'ZITfi = _Z(Tpi + TCIi + TCi) (24)

or, alternatively:
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TY:ka:k(Tp+Tq+Tc) (25)

whereT, Tq, and T represent theverageprocessing, queuing and communication time allocateddowdrding
one data-message, under nominal conditions.

In this article we take a holistic approach: we aim at bougdire end-to-end packet delivery latenty by
controlling the length of the routé¥], specifically bounding the length of the longest admisgibige.

3.4.2 Real Charges vs. Virtual Charges

The physical path and the length of the electrostatic fielddiare entirely determined by the distribution of electro-
static charges in the network. For routing purposes, it t;eoessary, and possibly unfeasible, to devise a methodol-
ogy to enable precise length-control of each route withifamily of field lines. It suffices, however, to devise a set of
upper and lower bounds on the expected lengths of the eftatiofield lines, and devise a methodology to guarantee
that the length of the electrostatic field lines within a gifamily of field lines comply with the projected bounds.
Let snsc andsnypk devise the two end-points of a family of routes. The corresliing charge€s;,c andCgk determine

a family of electrostatic field lineSy, i.e. a set of field lines that have a common source charge anchenon sink
charge. Lells, andLUs, denote the lower and respectively upper bound on the lergftakectrostatic field lines
within a family Sy.

Recall that MP-FPR relies on a one-to-one mapping of thefadeotrostatic charges to the set of source and sink
nodes in the network. Considering that the distance alorgjdline is evaluated in the Euclidean space, the length of
the shortest field line is given by the shortest distance éetva pair of source and sink charges. At the other extreme,
it is known that the electric field is infinite, therefore sonfahe field lines are infinitely long. Let, ifsc andLgnk
represent the corresponding locations of the source ahdnside (and associated charges). Formally, electrostatic
field lines between two point charges are natively bounded by

LUSp =00
26
{ Lst = ||L5|'07 I-snk|| (26)

It is important to note that the lower-bound cannot be imprband it is limited by the physical domain. The
upper bound, however, can be reduced if the bijective maedelaxed and a surjective mapping is adopted instead. In
the latter mapping model, more than one charge can be asbeigh each of the source and sink nodes. A second
relaxation that needs to be made is that some of the additbiaages need not physically coincide with either the
source/sink nodes. In this context, we distinguish twogmates of chargeseal chargesandvirtual charges The real
charges represent the set of charges that collocate wittxtbing source and sink nodes, whereas the virtual charges
can be understood as satellite charges, i.e. associated wérticular node, but not sharing the same location. Eigur
22 illustrates the distinction and placement of real antbgircharges in the physical domain. The main idea consists
of associating the bounds in expression 26 with the virtbalges’ field lines, while enabling tighter bounds for the
real charges. This mechanism is explained next.

For convenience, given the specifics of the virtual changesgepresent their locations relative to their correspond-
ing real charges in a polar coordinate system, where theheafjes represent the origin of each coordinate system,
as illustrated in Figure 23.

3.4.3 Electrostatic Field Constrain with Virtual Charges

In this Section we rely, one more time, on the disjointnesgerty of electrostatic field lines. Specifically, we exploi
the fact that distinct families of field lines do not intersigcthe physical domain, as illustrated in Figure 24(a). Two
adjacent positive charges effectively creates a partitgpof the field plane in two sub-planes, with the propertyt tha
field lines originating at one positive charge will be coasted by the sub-plane field in which that particular charge
resides. Moreover, the field lines originating in one sudplwill never cross the imaginary field partition boundary.
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Figure 22: Mapping of real and virtual electrostatic chartgesource/sink nodes

Figure 24(b) illustrates the field-plane partitioning effeAssuming that the positive charges have equal magnitude
then the field line border is at mid-distance between the tegitiye charges. A snapshot of the real electrostatic
field captured in a simulated environment is illustrated iguFe 24(c). We subsequently refer to this effect as the
electrostatic field partitioning

The role of the virtual charges is to create such field part#iin a controlled manner. Thus, it is possible to create
a closed sub-region in the field that fully constraints thiapda family of field lines via a small set of field partitions.
We refer to this sub-region as th®unding sub-fieldand to the perimeter of the sub-region as Itloeinding box
Figure 25 illustrates the bounding sub-field obtained withiaimum of 4 field partitions via 4 virtual charges. For
simplicity, and without loss of generality, we assume thetrges have equal magnitudes.

3.4.4 Tight Upper Bounds via Bounding Box and Bounding Sub-keld

The upper boundUs, is dictated by the perimeter of the bounding box of the suldsfihich can be evaluated
trigonometrically. In this section we devise the upper lbunder the following simplifying assumptions: (1) the
magnitude of the virtual charges equals the magnitude oéiiseciated real charges, i®," | = |V, | = |R"| and
Vi | = |V, | = |R7| (cf. notations in Figure 25), (2) the radial distance betwe#tual and corresponding vir-
tual charges is equal, i.e. considering the Euclidean mtistdoetween chargeﬁ;LVf,LmH = ||LV2+,LR+|| = 2r and
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not intersect; b) Conceptual division of the electrosthéld as a result of two positive electrostatic charges; thld fi
border is at mid-distance between the positive chargesifggs have equal magnitudes; ¢) Snapshot of corresponding
electrostatic field in simulator

HLvlﬂLR* I = HLV{,LRf | = 2r, for some constart, whereLVf, Ly, Lres va, vaf, Lr- represents the coordinates
of the respective charges from Figure 25, and (3) chargelanglacement is symmetric, each virtual charge being
placed at an angle from its respective coordinate system w.r.t. to the corneestestablished in Figure 23. Figure 26
illustrates the bounding sub-field that conforms to theswhfying assumptions.

Consequently, the longest field line that can be createdméhounding sub-field is smaller than or equal with
half of the perimeter of the corresponding bounding boxs phe distance from each real charge to the closest vertex
of the subfield. For example, according to notations in Fég26, the upper bound on the length of the field lines can
be reduced to:

LUs, = 2Le- = 2(Lx+ Ly + Lz + Lq) (27)

whereLe = Ly + Ly + L, represents the the length of an edge of the field boundingwbite Ly the distance to the
closest vertex on the bounding box. Applying basic trigoatmn

Ly = rtana
II:y i rcLota (28)
Z ™ 2sina
Lg =rcosa
whereL = ||R",R™|| = ||Lsrc, Lsnl| represents the Euclidean distance between the sourcersnaosie.

Consequently, the new, tighter bounds on the lengths ofldrestatic field lines are given by:
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{ LUs, = [[Lsre: Lsnil| sing + sinc o + 27 COSI (29)

LLSp = || Lsrc7 I-snkH

3.4.5 User Delay Tolerance Specification

The perimeter of the bounding box can be adjusted based opradeky tolerance specification. Given that the
minimum end-to-end delivery latendyin is dictated by the distance between the source and sink ntuesiser
can specify the delay tolerance relative to the latencygtbe shortest path. This specification method is preferred
as the lower bound on the end-to-end latency can vary grdagyto particular proximity of a source node to the
corresponding sink. Accordingly, the user may specify tlerance of end-to-end delivery latenicgreaserelative

to the shortest absolute end-to-end latency. If we defiatel as the relative tolerance specification, the maximum
admissible delivery latency acceptable by the us@ris= & Tmin- Correspondingly, the following relation holds true:

LW 1 N 2r
- LLs, sina  |Lsrc, Lsnkl| \ Sinarcosa

&

+ cosa) (30)

Relation 30 represents the fundamental relationship keatwiee user delay tolerance specification and the place-
ment of the virtual charges, under the model consideredur€ig7 charts the dependency between the radiald
angulara placement of the virtual charges, and the expected adriessithay increase tolerance, for various place-
ments of the source and sink nodes. According to these cliaetollowing important observations can be made:
(1) the feasible angular placement domain of the virtuatgdsis 0 << o << 90°, because, as it can be observed,
o — oo fora — 0 ora — 1/2; (2) a andr represent control parameters for the perimeter of the biagrimbx to match
user delay tolerances.

Given a user tolerance specification and a pair of sourdeetiarges, Algorithm 6 specifies the recommended
strategy for calibrating the sub-field based on the userydetaease tolerance specificatidn The strategy is based
on the following desideratum: maximize the span-area fellifetime-critical regions around the source/sink nodes,
which are directly controlled by the radial parametef the location of the virtual charges, as illustrated inUfeg26.
Accordingly, the strategy consist of identifying the arayydosition of the virtual charges that requires farthestel
ment along the radial dimension that allows satisfiabilityxo To enable this, based on relation 30, the dependency
of the radial placementon the placement of the source and sink nodes, toler&raed angular placementcan be
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Figure 26: Symmetric bounding sub-field with virtual chardpcated ata, r) in the polar coordinate system; param-
eterr can be used to control the span of the lifetime-critical@agiin the vicinity of source/sink nodes

specified through a functiofy (Lsyc, Lsnk, @) as follows:

Lsrc, L ina— 1
r= f,—(LsrC7 Lsnk,a) _ ” SIC» snkH . & sina (31)

: 1
2 Sina Cosa + 55

Algorithm 6 is an instance of a binary search, with an expgktdgarithmic run-time performance. Placed in the
context of the charts in Figure 27, the algorithm effeciivebarches for the appropriate angular placement of the
virtual charges that will allow maximization of the radiafameter. It is important to note that this algorithm needs
to be executed only once for each query submitted, prior dterestablishment phase of the MP-FPR protocol, and
the results can be locally cached at the source node for gubsereference. Subsequently, bodnda parameters
must be embedded in the body of the RREQ messages in ordealiearonstructions of QoS enabled routes.

3.5 Experimental Evaluation

In this section we experimentally compare the energy copsiom patterns and lifetime performance of MP-FPR
protocol with the current state of the art, EFR. The analgsissiders the possible impact of various network settings,
such as:

e density of sensor nodes
o distribution of sensor nodes in the network

e end-to-end path diversity

under sustained network load, via long-running queries
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Algorithm 6 Bounding Box Calibration; Determining the Coordinateshaf Virtual Charges

Input:

Lsnk {Lsrc}: source and sink node location information
& user latency increase tolerance specification,
€: calibration accuracy

Output:

a - angular coordinate of the virtual charges

r - radial coordinate of the virtual charges
Algorithm:

o L ||Lsrc, Lsnll

i Lqg <0 //lower limit

: Ug < 11/2 /[ upper limit

lorev=0
a= UOHZLLO(

=

: 1 fr(Lsre, Lsnk, @) // cf. relation 31
: while |[r —rprev] > € do
if r > rprevthen
Lg <@
else
Ug < a
end if
r « fr(Lsrc, Lsnk O)
: end while

© oo g hebd

P e e
g A W Nk o

3.5.1 Simulation Settings

The experiments were performed using the SIDnet-SWANS Isitoiw[22, 1] for WSN. SIDnet-SWANS is an open-
source large scale sensor network simulator, which fatdlit fast algorithmic implementation on a sensor network
comprising a large number of sensor nodes. SIDnet-SWANSiisdn the scalable architecture of JiIST-SWANS [2],
which in turn is based on a high-performance JiST (Java irulition Time) engine. When compared to other popular
options for sensor network simulation such as ns-2, SIBWANS enabled us to prepare and perform a large body
of experiments in a relatively short amount of time in an emwment comprising hundreds of simulated sensor nodes.
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Figure 28: Deployments utilized for (a) single source andthltiple source scenarios. 6 different placements were
used for single source. For multi-source, 3 placementsh-@it3 and 4 sources— were used. Notice that due to
symmetry, these placements capture the most representafployments.

On the other hand, as far as network stack correctness ieiowt; it carries adapted version of ns-2's MAC802.15.4
protocol and same signal propagation models.

The simulation consisted of a 750 homogeneous nodes hdarfgltowing configuration: (i) 20,000 bps transmis-
sion/reception rate on the MAC802.15.4 protocol, (ii) 5asets idle-to-sleep interval (i.e., nodes not along an activ
route go to sleep after 5 seconds of idle time, to presenterygtower), and (iii) power consumption characteristics
based on the Mica2 Motes specs. To reduce the simulation titmiée preserving the validity of the observations, a
small fully-charged battery with an initial capacity of 332\mpowered each node. This battery load projects a lifespan
of several tens of hours under moderate load. The evalssafiimus on long-term continuous queries (transferring of
large amounts of data).

The experimental evaluation concerning the impact of noelesitly variations corroborated with various path
diversity instances consists of the following scenario® aWnfigured 6 single-source and 3 multi-source scenarios,
as illustrated in Figure 28. Each scenario was tested fomaitles (25 and 12 neighbors per node, on average) and
for 3 different number of paths between source(s) and sibBk3@ and 50 paths) as a path diversity property. Each
tuple [scenario (9), density (2), number of paths (3)] wastete on 30 different random and uniformly distributed
deployments, resulting in a total of 1620 experiments.

It is important to remark that in our simulation setup, weywtdre network density by adjusting the length of the
sensing area rather than changing the power of the tramsagiindividual nodes, in order to maintain consistency
across simulations with respect to energy consumption.

3.5.2 Impact of Network Density on Network Lifetime

We reiterate EFR’s main weakness: the number of paths igelihtiy the number of neighbors. This leads to energy-
imbalances, and as a consequence, shorter network lifetime

Figure 29 depicts scenarios where the number of paths isrgeatéy than the average number of neighbors of
source/sink nodes). The bars represent the average ov@nglé and multiple source deployments (i.e. over 180
instances for single-source and 90 instances for multieg)u

There are different definitions of the concept of a lifetimd][in WSN and in our experiments we focused on
the following three criteria: — the time until the very firside dies; — the time until 5% of the nodes die; — the time
until 10% of the nodes die. Figure 29 gives a break-down osel¥different network lifetime metrics. Namely, for
a lifetime metric of 10% of dead nodes and a density of 12 npeesieighbor, MP-FPR achieves 6.8 hours (40%)
of additional lifetime in single source scenarios, and 2idrk (35%) in multiple source scenarios. When the lifetime
metric is reduced to 5% of dead nodes or to the first dead nbddfriprovements are even higher for single source
scenarios (60%). This proves the effectiveness of fieldigient forwarding in unmerging paths in spite of the iiitia

35



30 25

0 o MHE EHEER 2= HEE EEE
MP-FPR  EFR MP-FPR EFR MP-FPR EFR MP-FPR EFR
Higher Density Lower Density Higher Density Lower Density

~25 neighbors / node ~12 neighbors / node ~25 neighbors / node ~12 neighbors / node

Single-Source Scenarios Multiple-Source Scenarios

Figure 29: Impact of network density on lifetime. For a dgnsf 12 neighbors per node, MP-FPR performs signifi-
cantly better than EFR. As the density increases, the diffez in performance decreases.

limitation imposed by the number of neighbors.

When the density of the network increases to 25 neighborapee, the difference between EFR and MP-FPR
decreases (between 15% and 30% for single source, and 20%uftiple sources). This occurs due to the fact that
path-merging effects decrease as the density increases.

Figure 29 also shows that the lifetime of both routing schedegrade with reduced network density. This happens
because in sparser networks the path-length increase®asdquently more energy is consumed on each end-to-end
transmission (recall that the density is modified by extegdie area instead of decreasing the transmission range).

3.5.3 Impact of Path Diversity on Network Lifetime

We now present the impact phth diversityon the lifetime of the network. Figure 30 gives a break-dofnaiwork
lifetime metrics under 15, 30 and 50 routes in single-soaruod multi-source settings for a density of 12 neighbors
per node.

One of the key motivations of multi-path routing is that eglew number of allowable routing paths should yield
better energy load-balancing, and consequently, befiédinies. However, Figure 30 shows that increasing the numbe
of paths has negligible effects on EFR because in all cagesuimber of paths is already greater than the number of
neighbors of the source nodes, which limits the effectiiiipased in EFR. On the other hand, MP-FPR shows an
improvement when the number of paths is increased from 1®tda8t not a significant improvement from 30 to
50. This happens because there exists a maximum number idsilolie paths, aaturation point beyond which no
additional lifetime gain can be obtained, due to finite nadierssities.

The important observation is that tpath saturation poinbf path diversity represents an important configuration
parameter for field-based routing schemes, and hence shotltk considered lightly. The advantage of MP-FPR is
that it increases significantly the path-saturation pairt hence allows for better load balancing.

3.5.4 Work-load Balancing

We compare load balancing by evaluating the standard dewiaf the residual energy of the relay nodes that are
involved in routing. Figure 31 shows that for a network dgnsif 12 neighbors per node, on average, MP-FPR
achieves significant improvements over EFR in both singlee (68%) and multi-source (56%) scenarios. For a
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Figure 30: Impact of path diversity on lifetime. For a depsit 12 neighbors per node, increasing the number of paths
improves the performance of MP-FPR due to its “unmergingirabteristic, while EFR does not benefit from adding
more paths.

network density of 25, this difference decreases, configntiire key benefit: due to its “unmerging” characteristic,
MP-FPR efficiency increases as the network density decsedssvards the end of simulation, the overall standard
deviation decreases because most nodes’ reserves cotowegds the residual energy limit (5%).

3.5.5 Impact of Network Discrepancy on Network Lifetime

We continue the experimental evaluation by exploring sedéfit and interesting network dimension: deviation from
normal distribution of nodes’ placement. Netwalikcrepancys a measure of such deviation, where nodes clustering,
i.e. isolated areas of high and low-densities of nodes, mayn.f We postulate that, in addition to the network
density, the discrepancy of nodes distributions reprassmither measure that can affect the lifetime-performahce
the multipath routing. As an illustration, consider Fig@d2 It illustrates three different network deployments, al
of which having the same density (in terms of the number ofeisad the overall geographic area of interest), but
different discrepancy-properties which, in turn, couldéa different impact on the routing algorithms performance
This is particularly the case since highly discrepant nétwananifest strong local variations in network densities
among different regions of the same network, which can doe¢athe path merging effects manifested in EFR within
sparser regions.

A brief theoretical overview regarding the discrepancy pbiat-set is presented next, followed by a reiteration of
the node density and path diversity evaluation along therejigncy dimension.
Discrepancy of a Point Set.Given ad-dimensional unit cub€® = [0,1)9, the discrepancy of a discretepoint set
Sc CY measures how much the distribution of the elementS déviates from the uniform one [38]. We note that,
unlike d = 1, in the cases af > 2, there may be different criteria of uniformity (e.g., vees of a square grid vs.
equilateral triangles in 2D) and sets that have a good giscrey for one distribution, may have a bad discrepancy for
another. Let = 2 and letA(R)denote the area of an axis-parallel rectarR)l@ he discrepancy ddfrom the uniform
distribution onR, is defined as:

D(SR) =nAR) —|SNR| (32)

Letting R, denote the collection of all axis-parallel rectandgReshediscrepancyf S overR®; is defined as:
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Figure 31: Workload-balancing performance (standardadien). Given that MP-FPR utilizes a larger fraction of the
network to share the communication costs, the energy balarsignificantly better in sparser networks.

Figure 32: Discrepancy of Nodes Distributions

D(S R2) = sup|D(SR)| (33)
ReR,

As an illustration, Figure 32 shows three 2D point-sets wiififierent distributions and the corresponding val-
ues of the respective discrepancies (cf. [24]), which ateadsnapshots of the nodes’ locations used for different
deployments used during experimental evaluation.

In general, for ann-point setS and another seM, the discrepancy o with respect toM can be de-
fined asD(SM) = [n-A(MN[0,1]%) — SN M||. Thus, the discrepancy can be also defined as functiom as
D(n,M) =inf(D(S,M)), where the infimum is taken over g = n. We note that, unlikel = 1, in the cases of
d > 2, there may be different criteria of uniformity (e.g., vees of a square grid vs. equilateral triangles in 2D) and
sets that have a good discrepancy for one uniform-distdbutay have a bad discrepancy for another.

A plethora of application domains have relied upon resutimfthe discrepancy theory — e.g., numerical integra-
tion and complexity theory [11], computer graphics and gratrecognition (super-sampling) [15]. Methodologies
have been proposed for computing a discrepancy of a giveasetell as ensuring upper/lower bounds on generated
sets [11, 15, 47]. However, this apparatus has not yet badlgrutilized in WSN settings and the work comprised in
this article only considers it from an experimental evahrastandpoint.

Experimental Setup. Firstly, we considered three different distributions of tiodes’ locations (cf. Figure 2), for
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which the respective discrepancies’ values were 0.01,,@0@ 0.04, obtained using an implementation of the al-
gorithm in [24]. In addition, the parameter space includ@d:— density in terms of the average number of 1-hop
neighbors, with values 8, 12, and 24, obtained by varyingdieensions of the sensing field. The choice of these
values was based on approximating the number of neighbersstare the connectivity in a random graph (cf. [7, 34]).
Although 24 may be too large for practical applications, vanted to also create settings most favorable for ERF. (2)
— paths diversityin terms of maximum allowable alternative source-sinkhpatl5, 30 and 50 paths. In the sequel,
we present the average of the observation of 50 runs for ememeter-vector (a total of 450 simulations), where we
varied the length of thésink,sourceylistance between 10% and 80% of the diagonal of the rectdmogiading the
network, and we used up to 4 sources for a given sink.

Path Diversity 30
Nodes' density 24 12 8
- Lifetime Criteria] EFR | MP-FPH  +% EFR | MP-FPR  +% EFR | MP-FPR  +%
Discrepanc
1st 10.2 11.2 10% 8.2 9.8 20% 7.5 9.2 23%
0.01 5% 16.2 19.8 22% 14.5 18.2 26% 12 15.2 27%
10% 19.8 22.8 15% 16.2 20.8 28% 13.8 19.2 39%
- 1st 9.5 12.2 28% 7.5 9.6 28% 4.8 7.2 50%
E) o 0.02 5% 16.2 19.8 22% 12.2 18 48% 10 13.2 32%
< g 10% 19.8 22.8 15% 15.5 20.2 30% 12.2 17.5 43%
D 0 1st 8.8 12.2 39% 7 9.2 31% - - -
0.04 5% 16.2 19.8 22% 10.8 16.8 56%
10% 19.8 22.8 15% 14 19 36% - - -
1st 7.8 8 3% 6 7.2 20% 5.5 6.2 13%
0.01 5% 11.8 14 19% 9.8 11.8 20% 8.5 10.2 20%
10% 14 16 14% 11.2 13.8 23% 10.5 11.8 12%
2 § 1st 7 82 | 17% 5 62 | 24% | 45 52 | 16%
= 5 0.02 5% 12 13.8 15% 9.5 11.2 18% 7 9 29%
§ (3 10% 14 16 14% 11 13 18% 7.8 11 41%
1st 5.8 6.5 12% 5.2 6.2 19% - -
0.04 5% 11 13 18% 8.2 9.5 16%
10% 12.8 15.5 21% 9.2 11 20%

Figure 33: Impact of Density

Load-Balancing. We first present the observations regarding the benefitdtRaEPR yields on the load balancing,

in terms of the deviation of the residual energy among theemo#figure 34 illustrates the impact of the discrepancy
on the load balancing, under medium-density conditionsit Aan be seen, consistent benefits of 57% and 50% are
recorded in single- and multi-source scenarios under yigistrepant distributions having a discrepancy coeffiaién
0.04. Even under very uniform distributions, albeit lovike benefits of 54% and 36% respectively are still significant
The conclusion is that MP-FPR is significantly less sersitivdeviations of particular nodes distributions than EFR,
majorly due to its path-splitting capability.

Network Lifetime. Once again, as a consequence of the better balancing ofdid@aeenergy, MP-FPR ultimately
yields benefits in terms of prolonging the networks lifetin@orrespondingly, Figure 33 presents a tabular summary
of the averaged values of our experimental observations fdwa lack of space, we do not report more detailed
results. The columns labelled with "+%” present the benefithhe MP-FPR in terms of percentage increase of the
network’s lifetime, when compared to the EFR. In all but ertely (unrealistically) dense network scenarios, the
single-source settings’ benefits of MP-FPR increase wighbrease of the discrepancy of the nodes distribution. In
multiple sources scenarios, this trend continues to hottiénsparse networks conditions, giving consistently bette
performances in the other cases. Recall that the reasowifisidering densities of 24 neighbors per node is to cater
the fact that EFR performs best in (theoretically) infinitdense networks, but degrades significantly in sparser.ones
As demonstrated, MP-FPR improves in such trends, which &yackntribution of this work. The scenarios in which
the discrepancy is high (0.04) and nodes densities arévediasmall (i.e. 8 one-hop neighbors) are extremes, where
most of the tested deployments exhibited disconnecteddgjes, hence we do not report for these settings.
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Figure 34: Load-balance vs. Discrepancy

Nodes' density 12
Path Diversity 15 30 50
- Lifetime Criteria] EFR | MP-FPH  +% EFR | MP-FPR  +% EFR | MP-FPR  +%
Discrepanc
1st 7.8 8.8 13% 8.2 9.8 20% 7.8 10 28%
0.01 5% 14 17.2 23% 14.5 18.2 26% 13.2 18.5 40%
10% 16.2 19.8 22% 16.2 20.8 28% 16.2 21.2 31%
@ 8 1st 7.5 10 33% 7.5 10 33% 7.5 9.2 23%
g) 5 0.02 5% 13 17.2 32% 12.2 18 48% 11.8 17.2 46%
I3 8 10% 15.8 19 20% 15.5 20.2 30% 15 18.5 23%
1st 6.8 9.2 35% 7 9.2 31% 7 9.2 31%
0.04 5% 10.8 15.8 46% 10.8 16.8 56% 11 16.8 53%
10% 14.2 17.5 23% 14 19 36% 14.2 19.5 37%
1st 6.5 7.2 11% 6 7.2 20% 6.8 7.5 10%
0.01 5% 9.8 11.5 17% 9.8 11.8 20% 9.2 11.8 28%
P 10% 11.2 13.2 18% 11.2 13.8 23% 11.2 13.5 21%
_T_;_ 8 1st 5.8 6.5 12% 5 6.2 24% 5.8 6.2 7%
g 5 0.02 5% 10 11.2 12% 9.5 11.2 18% 9.8 11.2 14%
= 8 10% 11.2 13 16% 11 13 18% 11.2 12.8 14%
1st 5 6 20% 5.2 6.2 19% 5 5.5 10%
0.04 5% 8.2 11.2 37% 8.2 9.5 16% 8.2 9.2 12%
10% 9.2 12.8 39% 9.2 11 20% 9.2 11 20%

Figure 35: Impact of Number of Paths

The last set of experiments is summarized in Figure 35, wlhiigktrates the importance of having a broader
family of routes used in alternation. As it can be seen, b&R Bnd MP-FPR benefits from increasing the number of
admissible paths, albeit EFR improves marginally beyoredith routes mark as the effective number of routes EFR
actually uses, due to early path-merging effects, is muskloHowever, in both single and multiple source scenarios,
MP-FPR reaches a "plateau” at around 30 admissible patiisnblevhich no additional lifetime gains are reported.

3.5.6 Virtual Charges Evaluation

In this Section we experimentally demonstrate the effeciss of manipulating virtual charges for the purpose of
controlling one important QoS metric, namely end-to-enthgmcket delivery latency. We specifically study the
geographical-proximity impact that virtual charges haverdhe electrostatic field lines, associated routes ane-cor
sponding packet delivery performance. The experimentapseonsists of a fixed pair of source and sink nodes and
their associated real charges, with a pair of virtual chreesitioned around each of them at predefined locations.
The experimental investigation has been performed alomgvtbh dimensions of a polar coordinate representation of
the virtual charges (cf. Figure 23):
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e angular coordinate dimension
¢ radial coordinate dimension

We have performed the evaluation with two sets of sourckacements, as illustrated in Figure 36. The network
consists of 1,250 homogeneous sensor nodes, uniformhybditetd in a rectangular area. Experiments have been run
under a lower network density setting of 12 neighbors peenmhform Section 3.5.3, which achieves an adequate
tradeoff between good end-to-end connectivity while pnéivg high latency variability due to local minima effects
found in lesser dense networks. Evaluation along the andutgension has been performed on an interval between
[15°,75°]. The evaluation along the radial dimension has been ewuater theg2R;, 10R.] interval, which covers
both proximal as well as distant virtual charges. Each ofheements has been reevaluated 10 times with different
node deployment seeds.
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Figure 36: Query setup with two different source-sink gegscenarios for virtual charges evaluation

The experimental evaluation criteria are twofold: (1) wararily evaluate the impact on the end-to-end packet
delivery latency of various virtual charges placementpggtand (2) analyze the energy consumption balancing degra-
dation that the corresponding virtual charges may intred&or the latter criterion, we have specifically devisedé¢hr
sampling regions within the sensor network to indepengl@ssdess the impact in the immediate vicinity of source and
sink nodes — which represent routing bottlenecks and arggreemsumption hot-spots, as well as in mid-network.
Figure 37 illustrates these independent assessment segion

Itis important to understand that the amount of controlstcharges provide over the end-to-end packet delivery
latencies is not unbounded, and the range of control is diyewo factors: (1) network deployment area size, which
dictates the upper bound on the end-to-end latencies, amtisance between source and sink nodes, which sets the
lower bound (i.e. shortest-path routing). Recall that irpdith routing is only possible if a certain latency inceas
tolerable as a tradeoff for extended lifetime, and virturerges are used to provide a mechanism to contain the latency
performance within user specified margins. The naive amprémachieve this desideratumrigite suppressiani.e.
route latency probing and subsequent discarding of rohtdeikceed the performance limits. Such a mechanism can
be easily achieved through a TTL-like (Time-To-Live) paeer, which can be used to set the maximum admissible
hop-count along a route. Route suppression, however tijirecuces path diversity. As we have demonstrated, poor
path diversity is one of the key factors that negatively iotghe node utilization around the source and sink nodes,
with a direct consequence over the lifetime of the sensaverdt Thus, route suppression mechanismis a poor choice
for a lifetime-conscious way of controlling QoS metrics B#s end-to-end packet delivery latency. As the following
experimental results will demonstrate, the containmefietethe virtual charges create, in a sense, allows for a more
localized path diversity reduction, with a primary impattmid-network, away from the critical regions surrounding
the source and sink/nodes, while maintaining an uniforrmibigion of routes around the source and sink nodes.

3.5.7 Impact of Virtual Charges’ Angular Coordinates

For this test, the radial coordinate has been fixed at anrarpipoint on the assessment inter{2R., 10R;], for
example and without loss of generality, at the median pdiat &hereR; represents the communication range. The
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Figure 37: Energy Balancing Performance Assessment Regiegion A - vicinity of the source node; Region B -
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Figure 38: Field Lines Snapshot Corresponding to Three FargAssessment Points of Virtual Charges

angular dimension impact has been assessed along the mimgertaal of[15°, 75°]. Figure 38 illustrates the resulting
electrostatic field line at three distinct points on theivéd namely 30, 45° and 60.

The end-to-end packet delivery latency results are sunzewhin Figure 39. There are two important aspects of
the relationship between the end-to-end packet delivéenty and the angular position of virtual charges to be noted
First, there exists a strong correlation between delivagricies and the existance/absence of virtual charges#tier
in the setup. For example, in the standard MP-FPR setupyitleout virtual charges, it can be observed that the laten-
cies are predominantly larger; without virtual chargessthlatencies are practically bounded by one factor: n&twor
deployment area size, i.e. the longest paths are deterrinttte boundaries/perimeter of the network. When virtual
charges are added, the lengths of the longest paths areeedue to the containment effect of the virtual charges, thus
reducing the length of the corresponding routes. Secotttlye can be seen a quasi-linear relationship between the
angular coordinate of the virtual charges and the end-tbpacket delivery latencies. Specifically, delivery latenc
is inversely proportional to the angular position disptaeat of the virtual charges. This is a direct consequence of
the corresponding reduction of the spread of the contaieddilfnes and associated routes as observed in Figure 38,
where shorter field lines are obtained when virtual chargepaeasitioned in the upper range of the assessment interval,
i.e.> 60,

Figure 40 captures the energy (im)balance variations agtiual charges are added, as well as the impact of their
specific angular positions. As it can be observed, the impadhe energy consumption patterns is reduced and is,
again, dictated by the amount of end-to-end packet delilateycies reduction one intends to achieve. This trade-off
can be observed by correlating the latency improvementflieas illustrated in Figure 39, with the corresponding
cost in terms of energy consumption imbalance, as illustrét Figure 40. For example, for a maximum reduction
of 60% of the latency metric, the impact on the energy batepaietric, i.e. standard deviation of energy reserves,
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Figure 39: End-to-end packet delivery latency dependenayirtual charges placement along angular dimension
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Figure 40: Impact of virtual charges placement along anglilaension over the standard deviation of residual energy
levels

is below 5% in the critical regions A and C that surround theree and sink nodes, and below 30% in mid-network.
However, for more moderate reduction in packet delivemriaies, which corresponds to virtual charges positioned at
15° and &R, the delivery latencies are reduced by 30%, while at the sameethe energy balancing metric improves
by 5% in regions A and C, and by up to 15% in region B. The reasothk improvement is that more field lines are
contained within certain lengths limits and thus are usédnleouting purposes, increasing path diversity — the main
property that promotes energy balancing performance.

3.5.8 Impact of Virtual Charges’ Radial Coordinates

For this evaluation, the angular position of virtual charas been fixed at 45and the five experimental assessment
points have been defined along the radial coordinate dimemas$iR;, 4R., 6R;, 8R; and 1(R;, whereR; represents the
communication range. Sample configurations and the cayneipg electrostatic field lines are illustrated in Figure
41. As it can be observed, placing virtual charges closenea torresponding real charges has a containment effect
over the field lines and associated routes, leading to gshent-to-end routes. Clearly, as virtual charges converge
towards the location of the source-sink nodes, the maximacket delivery latencies converge towards the ones given
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Figure 41: Field Lines Snapshot Corresponding to ThreedR&disessment Points of Virtual Charges

by a shortest path route between the source and sink nodernafively, placing the virtual charges farther away
relaxes the containment region and increases the patithieng

Specifically, Figure 42 confirms the direct dependency of-ereind packet delivery latencies to variations in
placement of virtual charges along the radial dimension.aW interesting to observe, however, is that the level
of control achieved not significantly different than alohg angular dimension, although the radial dimension does
enable control over the entire latency interval, i.e. benvibower bound dictated by source and sink locations, and
upper latency bound dictated by network bounds, whereaslandimension is limited by thé°,90°] interval of
practical applicability.
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Figure 42: End-to-End packet delivery latency dependenayidual charges placement along radial dimension

Figure 43 illustrates the impact of virtual charges placenhvariation along the radial dimension to the energy
consumption balancing performance. Although one may @kdbat the impact is marginally higher under the most
latency-restrictive settings, i.e. from an up to 10% in théaal regions A and C surrounding the source and sink
nodes, to up to 50% in the mid-network region B, granted thagel delivery latencies are achieved. Disruption
of the energy consumption balance in the middle area of theank are expected and are normal, since routes are
constrained within a smaller admissible routing regiorgaraextreme, routes converge towards shortest-path routing
type. As opposed to shortest path routing, however, if nmatdatency degradation is admissible, significant lifetim
extensions can be achieved by placing pairs of virtual @stg; (1) control the latency performance and (2) control
the energy consumption balancing primarily in the regiansminding the source and sink nodes.
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Figure 43: Impact of virtual charges placement along radii@mension over energy consumption balancing perfor-
mance

4 Related Work

The studies of load balancing in wireless sensor networkSNYwhave had different motivations. One of them is
due to the observation that shortest path (and, in genamglespath) routing algorithms unevenly deplete the eperg
reserves. When source-sink pairs are selected at randegiter of the network handles most of the communication
costs, and as a consequence, its energy is consumed atradss{85, 59]. The uneven utilization of energy resources
reduces the lifetime of the network and causes holes, hawigas already been demonstrated that achieving a
completely balanced energy depletion in WSN settings igeimeral, impossible and approaches like g-switch routing
were introduced, aiming at sub-balanced energy deplefigh [

Multipath routing has been identified as an option for loaldiheing, but not just any multipath technique would
do. In [21], the authors show that in order to be effectiveltipath routing should not select thé-shortest paths
but rather select paths that spread the traffic across th@rietBased on this insight, several important contribugio
have been proposed for single-sink single-source scexfddo 39, 6, 53, 29]. However, these techniques have a major
limitation on single-sink multiple-source scenarios: sitaneous paths between the different sources intersebt ea
other creating severe contention in the wireless mediumosimg overhead on the MAC layer.

In the context described above, the field-based routing &éas identified as a paradigm for better load balancing in
single-sink multiple-source scenarios. The expandingadtaristic of the electric fields allow the spreading othsat
across the network, and the attraction-repulsion chaiatiteof the electric charges determines mutually exwtelsi
routing areas for each source. In [41], Nguyen et al. desailistributed, stateless, multi-path electrostaticingut
scheme (EFR). Their approach demonstrates scalabillhystaess, higher delivery ratio and lower overheads when
compared to LAR, DREAM, GPSR and AOMDV. However, Nguyen etake oblivious to the problem of network
boundaries, that is, paths directed towards the borderseohétwork merge into a single path stressing the use of
energy on these nodes.

As for the boundary problem, a centralized solution was psep by Kalantaret al. in [31]. However, the
solution requires a-priori information about traffic derdamnd node positions. By solving a set of partial diffemnti
equations, the authors obtain multiple paths without tiesmg the boundaries of the network. On a similar line
of work, Toumpis and Tassiulas [52] show that the optimateiaent of nodes between a set of sources and sinks
resembles an electrostatic field. The authors show that mirethod can also be used to solve boundary problems.
Contrary to the centralized solutions of these works, wepse a low-overhead distributed mechanism to cope with
boundary effects.
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5 Concluding Remarks and Future Work

In this work we addressed the problem of improving netwditilne by balancing the energy-consumption in WSN
in the settings. We presented routing methodologies thaptat the spatial distribution of the neighboring nodes,
while taking into account network boundaries effects. Wanidfied techniques for multipath routing in the presence
of multiple point-to-point data flows, i.e. multiple souscgansmitting towards a given sink. We have introduced a
novel mechanism, the method of images, to minimize the patging effect at the boundaries of the network. Lastly,
we have extended the EFR framework and introduced the coboteiptual charges for the purpose of providing better
trade-offs while providing certain QoS guarantees. Oueexpents demonstrated that the proposed approaches offer
significant benefits when compared to the popular field-basedsuch as EFR [41], both in terms of better balancing
of the energy reserves, which is the main motivation for ipath routing, as well as increasing the lifetime of a given
WSN.

We believe that our current results have barely scratcheduhface of exploring the additional benefits that the
electrostatic theory can bring to the different researdblams of interest in WSNs. Specifically, our algorithms act
in a local-best-effort manner to utilize the spatial dlaiition wherever possible. We have briefly provide insight on
how variations of network densities can influence the perforce of EFR, while showing the level of resilience to
these changes of MP-FPR protocol. Currently, we are emiigithe development of an energy-efficient distributed
algorithms that a WSN can use to locally determine such tewmaiiations, i.e. local network discrepancy, where the
challenging question is how that information can be dynaihjienaintained (cf. [15]) at different levels of granulsri
In this work, we assumed that the initial energy reservegwaiform across the nodes, however, an important problem
is how to couple the evolution of the energy reserves withniba@es distribution and how/when to disseminate that
information. A potential avenue to explore in this contexta develop abstractions similar to the multidimensional
grid files from database research [55].

We also plan to investigate how some of the concepts predantlis work can be cast in other contexts in which
field-based routing has been used e.g., optimal attracéigioms for networks with multiple sinks [32]; timely and
reliable delivery on convergecast applications [25]; mogitn networks with mobile sinks [10, 50, 54].
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