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Abstract 
 
A search engine is only as good as its ability to pair people with the information they need. Current 
search technology is moderately successful when asked to satisfy simple information needs, but 
inadequate for complex, research-oriented tasks in which fine distinctions between documents are 
necessary. As a means of enhancing the ability of researchers to find the information they need I 
present a new indexing technique based on the words used in reference to documents. While others 
have also suggested the use of referential text (hypertext) in indexing documents, my approach is 
novel in that it identifies not just the most recommended documents, but also the subjects for which 
these documents are highly recommended. It is therefore better able to distinguish popular but 
irrelevant documents from those which will be more useful to an information seeker. In this chapter I 
present a study of the indexing vocabulary provided by reference in a collection of academic 
research papers. Using content as a baseline for comparison, I measure reference against the metrics 
of topical precision, identification of meta-information, and term diversity. The results of this study 
indicate that the words authors of research papers use in reference to the documents they cite identify 
the subjects of those documents and other important features with precision, using a vocabulary that 
recognizes many different ways of describing the same idea. 
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ABSTRACT 
A search engine is only as good as its ability to pair people with 
the information they need. Current search technology is 
moderately successful when asked to satisfy simple information 
needs, but inadequate for complex, research-oriented tasks in 
which fine distinctions between documents are necessary. As a 
means of enhancing the ability of researchers to find the 
information they need I present a new indexing technique based 
on the words used in reference to documents. While others have 
also suggested the use of referential text (hypertext) in indexing 
documents, my approach is novel in that it identifies not just the 
most recommended documents, but also the subjects for which 
these documents are highly recommended. It is therefore, better 
able to distinguish popular but irrelevant documents from those 
which will be more useful to an information seeker. In this 
chapter I present a study of the indexing vocabulary provided by 
reference in a collection of academic research papers. Using 
content as a baseline for comparison, I measure reference 
against the metrics of topical precision, identification of meta-
information, and term diversity. The results of this study 
indicate that the words authors of research papers use in 
reference to the documents they cite identify the subjects of 
those documents and other important features with precision, 
using a vocabulary that recognizes many different ways of 
describing the same idea. 

1. Introduction 
A search engine is only as good as its ability to pair people with 
the information they need. Though there remains much work to 
be done, the average user of existing web search engines reports 
a moderate degree of success in finding the information he 
needs. In considering the success of such technology, it is 
important to note that the majority of queries for which search 
engines perform well are requests for information in which 
many people are interested. Indeed, the most successful search 
engines are based on indexing and retrieval techniques that 
prefer popular web pages as determined by the number of paths 
composed of one or more hyperlinks leading to that page from 
others [6]. For many people the fact that they are interested in 
the same celebrity, computer game, or digital camera as 
thousands of other people means that from a simple two or three 
word query a search engine is often able to correctly guess the 
information desired. In addition, since many of these queries are 
satisfied by any one of as many as thousands of pages the 
problem of locating needed information is greatly simplified. 

In contrast, existing search technology performs poorly for 
people performing research-oriented tasks. Whether a middle 
school student working on a science project or a management 
consultant trying to improve the profitability of his client, the 
information needed by researchers is usually somewhat obscure. 
In addition, where thousands of documents may satisfy the 
casual information seeker, it is likely that only a handful will 
provide the researcher with what he needs. The reason for this is 
that researchers are often interested in a particular viewpoint, set 
of results, or some other finely distinguished piece of 
information within their subject of interest. These conditions 
place far more stringent requirements on an information 
retrieval system. Especially since the search behavior of 
researchers does not appear to differ significantly from that of 
the average user of web search engines [8]. In order to pair 
researchers with the information they need, a search engine 
must be able to distinguish the relative value of documents that 
might be considered equally valuable using a broad measure 
such as raw popularity.  
For any query, many documents are relevant in that they address 
the topic identified in the search to some extent. However, far 
fewer contribute the particular information in which a researcher 
may be interested. Therefore, an information system should 
index documents using identifiers for the contributions they 
make to a body of knowledge, excluding identifiers for less 
useful information they may contain. Indexing vocabulary 
should identify not only the subject areas to which a document 
contributes but also any meta-information that may further 
distinguish the utility of that document for a given information 
seeker. For example, an information system that is able to 
distinguish introductory material on a particular subject from 
that which is more advanced will be better able to serve 
researchers, because it can filter search results according to their 
level of knowledge. Finally, human language is rich and 
expressive and researchers with varying levels of knowledge 
will tend to use different words to describe the information in 
which they are interested. Therefore, the vocabulary with which 
documents are indexed should be diverse, reflecting many ways 
of describing the important features of each document [4].  
Descriptions that provided this type of information about 
documents are inherent in the structure of most on-line 
information. Reference, whether in the form of hypertext or 
traditional citations, pinpoints the contribution of a document 
with just a sentence or two. For example with the sentence, 
“…XML QL [9] is a proposed query language for XML with 
many of the features needed for a shared, distributed data 
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Figure 1: A pair-wise comparison of reference to content against a metric defined by the percentage 
of index words drawn from each source that identify the key subjects of a document. 
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compared these two sources of indexing vocabulary against the 
three metrics of subject precision, identification of meta-
information, and language diversity. For references I used 
windows of text surrounding citations that are approximately 50 
words in length. I used the same indexing technique for both 
content and reference and based this technique on traditional IR 
methods so that I was looking at content as it is typically used. I 
weighted the indices for each document using a standard TFIDF 
metric [12].  
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From the collection, I gathered a sample of 24 documents to 
study. These documents were required to meet 2 restrictions, but 
were otherwise selected at random. First, I required that each 
document had been cited at least 20 times to ensure that there 
was enough text with which to index a document in the 
reference database. Second, I required each document to contain 
a list of keywords specified by the author. I imposed this 
restriction so that I did not introduce bias toward reference by 
determining the important features of documents myself.  
With the sample set of documents chosen, I identified the key 
features of each document that distinguish it in a way 
information seekers would find useful. Using the keywords 
listed by the authors to guide my decisions, I determined the 
importance of a paper using the abstract, introduction, and other 
content of the document. I identified both the subjects to which 
documents contribute as well as distinguishing meta-
information. For subjects I was not looking for broad research 
area identifiers, but was instead looking for specific 
contributions within a particular area. For example, one paper I 
considered falls within the area of “artificial life”; however, the 
key contribution of that paper is work on “evolution of 
cooperative communication”. I chose the latter to the exclusion 
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Figure 1:  A comparison of content and reference measuring the number of known meta-
information features identified for each document. 

of the former as a key feature of that document. For meta-
information I looked for non-topical features of documents that 
serve to fine-tune their value to an information seeker. For 
example, important meta-information might include the type of 
contribution a document makes whether that is an algorithm, 
proof, or software package.  
Having identified the key features of each document included in 
the study, I then evaluated the degree to which each indexing 
vocabulary identified these features. I considered only those 
indices that will position a document in a set of query results so 
that an information seeker will be likely to view it. Most people, 
including researchers [7], are unwilling to exert much effort 
when searching for information. They submit queries no longer 
than two words [7, 16], do not look past the first page of results 
returned in response to a query [16, 17], and are unwilling to 
submit more than one query for the same information [13]. 
Given this behavior only the most heavily weighted indices will 
cause an information seeker to actually see a document. After 
sampling the distribution of weights for indices extracted from 
both content and reference I determined that by evaluating the 
50 most heavily weighted terms from each source for each 
document, I would be assured of considering only terms that are 
likely to place that document within the first page of query 
results.  

3. Study Results 
I found that the indices extracted from reference do provide an 
excellent source of identifiers for the important information a 
document contains. Better identifiers, in fact, than those drawn 
from content. Reference significantly outperformed content in 
the precision with which it identified key subjects, in the 
amount of important meta-information it identified, and in the 
diversity of indices it supplied that name these features. 

3.1 Identifying Subjects 
In measuring the precision with which each indexing vocabulary 
identified the key subjects of documents, I considered an 
average of 4.4 subjects per document. The most I considered for 
any one document was 7 and the least was 2. Some of the key 
subjects I identified included “shared variables” and “transient 
interactions” from a paper on mobile computing and “friction 
model” and “contact constraints” from a paper on a haptic 
(touch) interface for virtual environments. In each set of words I 
looked for those that identified key subjects for the documents 
they indexed. I marked as subject identifiers words used within 
the text from which the indices were drawn to name a feature 
either as part of a group (i.e. “quality” in “quality of service”) or 
singularly (i.e. “QoS”). Words marked as subject identifiers 
were those from any part of speech that were used within the 
text from which it was drawn to name one of the key subjects. 
For example for the topic “contact constraints” the words 
“contact”, “touch”, and “touching” were all considered valid 
identifiers. I performed no stemming for this study so in many 
cases multiple forms of a word appeared in the lists of indices I 
evaluated for a document.  
I found that on average only 34.9% of the content indices 
identified a key subject for a document, while 50.5% of indices 
from reference identified the same subjects. Comparing the 
number of subject identifiers on a document-by-document basis, 
I found that the mean paired difference was 15.6% with a 
standard deviation of 10.3% and a 90% confidence interval of 

3.5%. On average this means that out of the top 50 indices 
originating in content and reference, about 8 more of those 
coming from reference identified a key subject for each 
document I evaluated. Figure 1 shows the relative precision of 
the indices drawn from content and reference and a percentage 
of the total number indices considered for each document.  
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3.2 Identifying Meta-Information 
Reference also performed well in identifying important meta-
information concerning documents. In this phase of the study, I 
was interested in indices that identified useful extra-topical 
features such as the type of contribution made by a document. 
For example, one document contained important study results; 
another contributed a new algorithm in the area of mobile 
computing. I identified an average of 2 pieces of meta-
information per document, but there were 2 documents for 
which I could find no useful meta-information. As with subjects, 
I marked as meta-information identifiers words that named such 
as feature either singularly (i.e. “algorithm”) or as part of a 
group of words (i.e. “study” for “study results”). I found that 
content indices identified the meta-information for a document 
in only 23% of the cases, while reference indices identified all 
meta-information for 50% of the documents I considered. 
Comparing the relative performance per document, reference 
identified more meta-information for 64% of the documents and 
identified the same amount for 27% of the documents, leaving 
only 2 documents for which content identified more meta-
information. Figure 2 shows the relative performance of content 
and reference in identifying useful meta-information on a 
document-by-document basis. 

3.3 Measuring Indexing Language Diversity 
Finally, to test the degree to which reference meets the indexing 
needs imposed by a diverse search vocabulary, I compared the 
diversity of indices drawn from reference to those from content. 
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In this evaluation, I looked at the number of different ways in 
which a document as a whole was described. I categorized the 
indices for each document based on the way they were used in 
the text from which they were drawn. Essentially, I grouped 
together words used in phrases and multiple forms of the same 
word as single means of identifying some feature of each 
document. For example, for the topic of a haptic (touch) 
interface for a virtual environment discussed in one document, 
the indices “touch”, “touching”, and “interface” were grouped 
together as a single means of identifying that document. In 
addition, the words “haptic” and “display” were also grouped 
together as a second means of identifying this topic because the 
phrase “haptic display” appeared frequently in the content of the 
document. I captured the different groups of words an author 
strung together to identify some feature of a document and 
treated these as unique means of describing that document. As 
one further point of clarification, I did not count the number of 
aliases for a topic that could be formed using various 
combinations of the words that participate in at least one 
identifier for a concept. I only recognized unique identifiers that 
were actually constructed by either the author of a document or 
authors citing that document. For example, while the phrases 
“haptic interface” and “haptic display” were used to describe a 
document, the phrase “touch display” was not, so it was not 
counted as an additional unique identifier for a document.  
In evaluating the diversity of terms used to identify key subjects 
I found that the average number of unique identifiers per 
document originating in content was 10.5 while from reference I 



found 16.2 on average. The mean paired difference for each 
document was 5.7 with a standard deviation of 3.1 and a 
confidence interval of 1. Figure 3 charts the difference 
between content and reference as sources of unique identifiers 
for key subjects.  

±

The greater diversity of indices arising from reference is the 
result of many authors citing the document in the context of 
their own work. Each citation indicates a different perspective 
through the words used to describe the cited document. With 
typically twenty or thirty and as many as several hundred 
citations to valuable documents, the words drawn from 
reference create a larger target for searchers to hit than those 
drawn from content. In other words, the context in which a 
searcher is working has a much better chance of matching the 
context of one or more citers of a document than it does of 
matching only the context of its author.  

3.4 Another Look at Subject Identifiers 
Having reported on the three metrics of primary interest in this 
study, I return to the issue of precision. Combining the indices 
for both key subjects and meta-information 52.8% of those from 
reference identified a key document feature compared to 35.8% 
of those from reference. The question then remains -- what did 
the other indices identify? For both content and reference the 
overwhelming majority of these indices (approximately 70% for 
both sources) identified details about a paper in addition to the 
key subjects and meta-information I had determined before 
beginning the study. They identified a wide variety of 
information including various details about the implementation 
of a particular solution or the application domain in which a 
researcher works. In general, they identified various concepts an 
author addressed for one reason or another that were not central 
to the contribution of the paper in any way I was able to 
determine. However, that is not to say that these indices 
identified no information that people would find useful. It is 
impossible to predict who will search for the information a 
document contains and what their motivation for such a search 
might be. Likewise, it is impossible to identify all the features, 
not to mention search terms, by which a document should be 
indexed. In this study, I originally identified the interesting 
features of a document by gaining an understanding of its 
contributions. To gather some idea as to whether or not the 
words identifying additional document features make good 
indices I looked at the source from which the words were 
drawn. My goal was to determine why they appeared in the list 
of indices for a document. I found that over 90% of the words 
drawn from reference were weighted heavily because several 
researchers used that word to identify a document feature they 
found important. For content such an evaluation is not possible, 
because no process of vetting indicates the features that make 
that document useful to other people. However, in an attempt to 
measure the degree to which the additional indices from content 
serve as good indices for a document I compared them to those 
drawn from reference for a sample of 10 documents used in this 
study. I found that the indices drawn from content identify only 
63% the features referrers considered important. While this 
result does not necessarily mean that the remaining indices from 
content poorly identified what is useful about the documents I 
evaluated, it does mean that on average over one-third of the 

content indices for each document identified concepts that not 
one of at least twenty authors identified as important.  
 

4. Discussion 
The results of the study presented here indicate that the words 
authors of research papers use in reference to the documents 
they cite identify the subjects of those documents and other 
important features with precision, using a vocabulary that 
recognizes many different ways of describing the same idea. 
While by no means conclusive, these findings indicate that 
repeated citation of a document acts as a filtering process; 
identifying the important information a document contains in 
favor of other information that is not particularly interesting. In 
addition, authors who have cited a document serve as reviewers 
and recommend useful documents to the exclusion of those that 
are less useful for people interested in a particular subject. 
The notion of using links to a document as recommendations of 
that document is not new. Several researchers have addressed 
this issue in Web documents [9, 2, 11, 10, 15] and researchers in 
biblio-metrics have worked with link structure for decades [5, 
14]. Indeed, others have even suggested the use of referential 
text such as hypertext as a means of determining the relevance 
of documents to queries [2]. However, such approaches do so 
almost as an afterthought. PageRank [2] in particular determines 
the value of a document without consideration of its subject. 
Search engines based on PageRank retrieve the most popular 
documents even if they are only loosely associated with the 
words in the query either through hypertext or through the 
content of the documents themselves. What I present as a 
contribution is the use of reference as a means of determining 
not just the most recommended documents, but also the subjects 
for which these documents are highly recommended. I believe 
this will provide improved retrieval through matching 
descriptions of information needed (queries) with the documents 
that have been most often recommended as providing that 
information.     
In performing the study I present here it was my goal to 
understand how well reference might serve in support of the 
information needs faced by researchers. I have demonstrated 
that reference precisely identifies the useful information 
documents contain and does so using a rich vocabulary. While 
this is by no means proof that an indexing technique such as the 
one suggested here will provide retrieval performance superior 
to existing search technology, it does demonstrate that reference 
better captures the essence of a document and motivates the 
development of an information retrieval system in which 
documents are indexed by reference. In the chapters that follow, 
we describe such a system and demonstrate that it does indeed 
perform better than a similar system in which documents are 
indexed by content. 
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