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Abstract 
 

Traffic anomalies and distributed attacks are commonplace in today’s networks. Single 
point detection is often insufficient to determine the causes, patterns and prevalence of 
such events. Most existing distributed intrusion detection systems (DIDS) rely on 
centralized fusion, or distributed fusion with unscalable communication mechanisms. In 
this paper, we propose to build a distributed IDS based on the emerging decentralized 
location and routing infrastructure: distributed hash table (DHT). We embed the intrusion 
symptoms into the DHT dimensions so that alarms related to the same intrusion (thus 
with similar symptoms) will be routed to the same sensor fusion center (SFC) while 
evenly distributing unrelated alarms to different SFCs. This is achieved through careful 
routing key design based on: 1) analysis of essential characteristics of three common 
types of intrusions: DoS attacks, port scanning and virus/worm infection; and 2) 
distribution and stability analysis of the popular port numbers and those of the popular 
source IP addresses in scans. We further propose load-aware node bootstrapping to 
distribute the alarms more evenly across the fusion centers. Evaluation based on one 
month of DShield firewall logs (600 million scan records) collected from over 2200 
Worldwide providers show that the resulting system, termed Cyber Disease DHT 
(CDDHT), can effectively fuse related alarms while distributing unrelated ones evenly 
among the SFCs. Open questions on querying and attack-resilience of CDDHT are also 
discussed. 
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Abstract—Traffic anomalies and distributed attacks
are commonplace in today’s networks. Single point
detection is often insufficient to determine the causes,
patterns and prevalence of such events. Most existing
distributed intrusion detection systems (DIDS) rely
on centralized fusion, or distributed fusion with un-
scalable communication mechanisms. In this paper,
we propose to build a distributed IDS based on the
emerging decentralized location and routing infras-
tructure: distributed hash table (DHT). We embed the
intrusion symptoms into the DHT dimensions so that
alarms related to the same intrusion (thus with sim-
ilar symptoms) will be routed to the same sensor fu-
sion center (SFC) while evenly distributing unrelated
alarms to different SFCs. This is achieved through
careful routing key design based on: 1) analysis of
essential characteristics of three common types of in-
trusions: DoS attacks, port scanning and virus/worm
infection; and 2) distribution and stability analysis
of the popular port numbers and those of the pop-
ular source IP addresses in scans. We further pro-
pose load-aware node bootstrapping to distribute the
alarms more evenly across the fusion centers. Eval-
uation based on one month of DShield firewall logs
(600 million scan records) collected from over 2200
worldwide providers show that the resulting system,
termed Cyber Disease DHT (CDDHT), can effectively
fuse related alarms while distributing unrelated ones
evenly among the SFCs. Open questions on querying
and attack-resilience of CDDHT are also discussed.

I. INTRODUCTION

Traffic anomalies and attacks are commonplace in
today’s networks, and identifying them rapidly and
accurately is critical for large network/service oper-
ators. It was estimated that malicious code (viruses,
worms and Trojan horses) caused over $28 billion in
economic losses in 2003, and will grow to over $75
billion in economic losses by 2007 [1].

The current state of the art in intrusion detection
research is to use a combination of network-based
intrusion detection systems (NIDS) and host-based
intrusion detection systems (HIDS) to protect com-
puter systems from compromise [2], [3]. Many of
these systems suffer from high false positive and
false negative rates due to their limited view of the
global network. For instance, single point detection
is often insufficient to determine the presence of a
worm operating in the wild [4].

To this end, distributed IDS (DIDS) are purposed
to leverage the diversity and strengths of existing
third-party IDS technology to a distributed archi-
tecture in order to make global decisions about at-
tacks observed in disjoint locations throughout the
world [5], [6], [7], [8], [9], [10], [11], [12], [13].
Each IDS generates the attack symptom report based
on its local detection, and sends to a global decision
center, termed as sensor fusion centers (SFC). The
SFC will correlate and analyze the prevalence, cause
and patterns of the attack on a global scale. How-
ever, existing DIDS rely on centralized fusion tech-
niques (Take a hierarchical DIDS for example, the
central fusion point is its root) or distributed fusion
techniques with un-scalable communication mecha-
nisms (e.g, flooding to every SFC).

The exponential growth in the number of anoma-
lies/attacks in the Internet demands a scalable dis-
tributed IDS infrastructure that is able to
• Effectively route alarms related to different intru-
sion events to different SFCs without consulting any
central directory server or flooding mechanisms be-
tween peering points
• Integrate heterogeneous anomaly/intrusion detec-
tion systems in order to enhance detection diversity
• Support distributed queries over multiple fusion
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centers to aggregate similar information
• Load balance across the multiple available fusion
centers
• Achieve robustness and fault-tolerance in a net-
work that is constantly evolving and failing
• Achieve resiliency in the face of attack

To address these challenges, we propose to build
a distributed IDS fusion system based on the emerg-
ing distributed hash table (DHT) technologies. Sys-
tems built upon DHT technology [14], [15], [16],
[17] provide decentralized routing and location in-
frastructure that may be useful to many applications,
such as p2p file sharing [18], [19], information re-
trieval [20], content distribution networks [21], and
even streaming media [22].

Weaver, Paxon, Staniford and Cunningham have
suggested to build a Cyber Disease Control Center
(CDCC) to defend against worms [4]. Here we name
our DHT-based distributed IDS fusion system the
Cyber Disease DHT (CDDHT), which embeds in-
trusion symptoms into the DHT dimensions so that
alarms related to the same intrusion (thus with simi-
lar symptoms) will be routed to the same fusion cen-
ters. From the routing of similar events to appropri-
ate fusion centers, a global view is obtained to un-
derstand the prevalence, cause, and patterns of such
attacks.

DHT provides some very nice properties for dis-
tributed systems, such as fault-tolerance, robust-
ness [14], [15], [16], [17], and DoS attack re-
silience [23]. However, there are several challenges
to properly design and implement the CDDHT sys-
tem.
• How to design the routing key so that all related
alarms are fused to the same SFC, while reducing
other irrelevant alarms?
• How to achieve load balancing among the SFCs?
• How to support queries regarding intrusions?
• How to correlate intrusion alerts from heteroge-
neous IDSs, and make inferences?
• How to provide attack resilience when some set of
IDS(s) and/or SFC(s) are compromised?

This paper provides some preliminary solutions
and an evaluation to address the questions above. We
will have more complete answers (and possibly more
questions) by the time of workshop, and we hope this
paper can stimulate interesting discussions regard-
ing distributed IDS systems. In particular, this paper
makes the following contributions.
• Based on their essential characteristics, we design
the routing key (termed disease key) for three com-
mon types of intrusions: DoS attacks, port scanning
and virus/worm propagation.

• With one-month of DShield firewall logs data con-
sisting of over 600 million scan records from over
2200 providers around the world, we are among the
first to study the popularity dynamics and distribu-
tion of top port numbers and top source IP addresses
of scans. Such analysis is leveraged to design a
proper disease key with a minimum length appropri-
ate for the size of the DHT.
• We propose load-aware node bootstrapping to dis-
tribute the alarms more evenly across the SFCs.

We have built the CDDHT system on top of the
Chord DHT [15], and evaluate it by simulation with
daily DShield firewall scan logs involving over 1400
providers of over 25 million scan logs. The results
show that we can effectively fuse the related alarms
while distributing unrelated reports evenly among
the SFCs. Open questions on querying and attack-
resilience are also discussed.

The rest of the paper is organized as follows. In
Section 2 we discuss work related to this project.
Section 3 provides an overview of the architecture of
CDDHT and the role of a peer node within our sys-
tem. Section 4 discusses various design aspects of
CDDHT system, including disease key, load balanc-
ing, querying, robustness and attack resilience. We
evaluate the CDDHT system in Section 5, and finally
conclude the paper in Section 6.

II. RELATED WORK

A. Distributed Intrusion Detection

Early work that appeared on distributed in-
trusion detection systems occurred in the early
1990s [5]. This system combined distributed moni-
toring and data reduction with centralized data anal-
ysis. NSTAT [7], part of the STAT (State Transi-
tion Analysis Technique) tool collection, uses state
transition analysis over distributed sensors that for-
ward their data to a central entity. This central entity
merges the audit trails from each of the sensors into
a chronological snap shot of each of the event transi-
tions that occurred in the network. Each of the above
systems suffer from the vulnerability of single cen-
tral node making global decisions, and also does not
scale with the number of events.

Because of the single point of failure and scalabil-
ity issues specific to the previous distributed intru-
sion detection systems, development of hierarchical
variants were created. GrIDS [24] is an IDS built
to detect distributed attacks against large networks.
In this system, instead of simply forwarding all au-
dit data collected from end hosts and network to a
collector, the idea here is the construction of activ-
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ity graphs that represent hosts and network activity
between them. The graph engines can be deployed
in hierarchical fashion, where higher level engines
receive sub-graphs generated from lower level mod-
ules. EMERALD [8] is an intrusion detection sys-
tem from SRI that combines anomaly and misuse de-
tection mechanisms, focusing on providing a system
for large-scale enterprise networks. The networks
themselves can be divided into independent domains
that exhibit different trust relationships and security
policies. AAfID [9], the Architecture for Intrusion
Detection using Autonomous Agents employs a hi-
erarchical design to combat the disadvantages of a
central, monolithic architecture. The design goals
of this architecture are to improve system configura-
bility and the resistance against denial of service at-
tacks.

Other notable work, include publications by
Kruegel and Toth which cover a wide spectrum of
topics in distributed IDS [10]. Problems with much
of this work, is that their architecture is based on
a peer-to-peer system that passes events towards a
root node that makes the final decision. If one of the
nodes in the chain is compromised, it can feed events
to the root node that obfuscate the detection process.

Related work that is closest in spirit to our
work here include Indra [11], DOMINO [12] and
DNAD [13]. Indra is a distributed scheme of in-
trusion detection and prevention based on the shar-
ing of information between trusted peers in a net-
work. Its prototype implementation is built upon
the Scribe [25] project, which overlays a topic-based
publish-subscribe multicast mechanism on top of the
pastry peer-to-peer network [16]. DOMINO is an
architecture for a distributed intrusion detection sys-
tem that fosters collaboration among heterogeneous
nodes organized within an overlay network. This
work builds upon an earlier study [26] which finds
that blacklisting specific source IP addresses can
provide much benefit, as many attacks come from
some top N sources. In the DOMINO overlay sys-
tem, every node maintains a local and global view of
intrusion and attack activity. Local views consider
activity in its own network, and periodic summaries
are shared between peers which are then used to cre-
ate a view of global activity. In the DNAD project,
they push the idea of “collaborative security” which
they believe provides greater clarity about attacker
intent, precise models of adversarial behavior and a
better view of global network attack activity. Their
proposal is a decentralized system that can efficiently
distribute alerts to collaborating peers. They use a

tool for extracting relevant information from alert
streams and another for scheduling correlation rela-
tionships between peer nodes.

Our system is similar in spirit to the above, but
we concentrate here on the design of routing events
to appropriate sensor fusion centers. We use sensor
fusion techniques for gathering a global view into
distributed attacks over the network. DNAD and
Indra deal with trust agreements, whereas our sys-
tem hopes to deal with trust statistically at the SFCs.
DOMINO uses a small set of axis nodes for ob-
taining the global view, whereas we envision much
greater scale whereas users of the internet can de-
ploy a firewall and send events to our SFCs.

Our proposal in using third-party IDS systems
whose events map to a single output data format, and
communicate using peer-to-peer mechanisms allevi-
ate many of the problems in both central and hier-
archical designs. In addition, even hierarchical ap-
proaches, while alleviating the single point of fail-
ure and scalability issues, are fixed in the number of
levels and may present configuration issues. In our
work here, we provide a general framework for sen-
sor fusion. Because of the properties exhibited by
the DHT mechanisms that we employ for routing,
the SFCs are able to achieve self-organization, self-
healing, fault-tolerance, scalability and robustness in
the face of attack. Our system uses this distributed
hash table (DHT) technology in order to route mes-
sages to a sensor fusion center. Each orthogonal at-
tack maps to a different SFC, and upon failure, a near
neighbor takes over the responsibility for fusing the
event data.

B. DHT and Peer-to-Peer Systems

Distributed hash table (DHT) technology is used
in projects such as CAN [14], Chord [15], Pas-
try [16] and Tapestry [17]. Each provide a scal-
able and robust data location and request routing
service for large-scale distributed applications. A
node participating in an overlay is assigned a ran-
dom identifier from a numeric space. All DHT-
based systems export an interface for insertion (put)
and retrieval (get). The interface for insertion,
put(key,object), causes the DHT to route the
given object to the node with a node identifier
closest to the key. The interface for retrieval,
object=get(key), causes the DHT to obtain the
object from the node with a node identifier closest
to the key.

In our work we use distributed hash tables to de-
centralize the locations of sensor fusion centers, pro-
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vide fault-tolerance, scale the system in the number
of deployed intrusion detection systems, and scale in
the routing of messages throughout the peer-to-peer
system. Our system uses an attack symptom report
as the object of the interface and the disease key
as the key. The generation of the attack symptom
report and the design of the disease key will be dis-
cussed in detail in Sections 3 and 4.

By decentralizing our sensor fusion centers, we
ensure that the number of messages that each cen-
ter receives is specific to a certain attack symptom
observed in the network. And there is no centralized
directory service. Fault-tolerance is extremely im-
portant as the sensor fusion centers themselves may
be subject to compromise. As an SFC is compro-
mised, a new SFC will take over the responsibility
of making global decisions through self-organization
algorithms which exist as part of a DHT based peer-
to-peer system. Scalability in the deployment of a
global IDS and in the number of messages is also
important in that global information requires a large
number of sensors and wide diversity of sensors in
the types of attacks that each can detect. These prop-
erties of DHT based peer-to-peer systems are equally
important to a globally distributed intrusion detec-
tion system.

III. SYSTEM ARCHITECTURE

The architecture of the CDDHT system is shown
in Figure 1. There are multiple heterogeneous IDS
sensors connected through DHT. A subset of them
with more resources (e.g., more CPU and band-
width) and better security measures are selected as
SFCs. SFCs are recognized by their DHT node IDs,
e.g., the first few bits of their node IDs are pre-
determined. The amount of IDSs and especially the
router-based IDSs, in CDDHT determines the over-
all coverage of the Internet used for gleaming the
presence of widespread attacks. When an attack is
launched, each IDS peer attempts to locally detect
the attack. Upon detection, it generates a symp-
tom report that will be forwarded to the appropriate
SFC, determined by the symptoms and inferred at-
tack type. The node IDs of SFCs correspond to the
disease key which can best characterize the intrusion
events so that all related alarms of an intrusion will
be routed to the same SFC. For instance, in Figure 1,
there is a distributed attack detected by two IDSs,
and both send alarms to the same SFC. For an attack
with a prior disease key, we can query its prevalence
by routing to the corresponding SFC.

Internet

IDSIDS

IDS + SFCIDS + SFC

DIDS CoverageDIDS Coverage

Attack
Injected

Attack
Injected

Fig. 1. Architecture of the CDDHT system.

A. Symptom Report

There are various types of IDSs deployed in
the Internet. According to the information source,
there are network-based IDSs, host-based IDSs, and
application-based IDSs. IDSs can be classified as
anomaly detection which use statistical methods for
inferring anomalous behavior and signature detec-
tion which use pattern matching to find existing pro-
filed attacks. Good classification of IDS systems can
be found in [2], [3], [27].

Each type of detector has its own strengths and
weaknesses. Through the deployment of heteroge-
neous intrusion detection systems throughout the In-
ternet, we obtain diversification in the number of sys-
tems and leverage the strengths of each. Each IDS
system standing alone may generate high false neg-
ative and false positive rates. By aggregating similar
events generated from each IDS to distinct sensor fu-
sion centers, we hope to minimize these rates.

In order to use the information generated by these
heterogeneous IDSs, a common output format is de-
sired. Existing IDSs have proprietary and often in-
compatible output event formats. However, there
are many standardization efforts in the works, but it
is unclear whether these have reached the involve-
ment necessary for widespread, diverse deployment
of third-party systems. Two typical such efforts in-
clude Intrusion Detection Message Exchange For-
mat (IDMEF) proposed by the Intrusion Detection
Working Group (IDWG) [28] and the Common In-
trusion Detection Framework (CIDF) proposed by
DARPA [29]. We leverage them to fuse the corre-
lated events at the fusion centers.

IV. CYBER DISEASE DHT (CDDHT)

As events are generated locally at peer IDS nodes,
the symptoms of an attack must be reported and
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routed to the sensor fusion center which can then
make inferences about the global prevalence, causes
and patterns of such attack. In this section, we
construct the Cyber Disease DHT for such routing,
and discuss the routing key design, load balancing,
querying and attack resilience of CDDHT.

A. Disease Key for Intrusion Event Aggregation

As introduced in Section 2, there are two basic
operations for DHT: put and get. We will use the
put(key,object) operation for sending symp-
toms to SFCs. Thus object is the attack symptom
report, and key is the the routing ID which is gener-
ated from the report, and can deterministically map
to a node on DHT. We term it as disease key.

The challenge is: for a single intrusion, given
the vast diverse symptoms perceived from many
heterogeneous IDSs around the world, how to de-
sign the key to effectively fuse these events to a
SFC? For instance, while a worm is propagating,
a router-based IDS may see much larger ranges of
source/destination IPs/ports along with a higher scan
rate than that seen at a host-based IDS. For a dis-
tributed DoS attack, the network IDS (NIDS) for a
zombie subnet; the NIDS for a victim subnet; and
the NIDS for a third-party subnet have completely
different views of attack and response traffic as ei-
ther ingress, egress, or both.

Furthermore, the design should achieve as even
a distribution across the SFCs as possible for unre-
lated symptoms while still ensuring aggregation of
related symptoms along with maintaining fault toler-
ance. All of these properties must be accomplished
through key generation by each peer IDS in a decen-
tralized and deterministic manner.

It is possible that multiple routing IDs ought to be
derived for each type symptom report, based on dif-
ferent criteria, so as to allow detection of a greater
variety of global events through a more broad dis-
tribution of information. The DHT will effectively
route the data to whichever nodes the routing ID
hashes to. Therefore it is evident that the use of
an intelligent hashing process is absolutely neces-
sary to the proper functioning of our routing pro-
tocol. The data that is used to generate the rout-
ing ID should be as minimal and concise as possi-
ble in order to ensure confidence that related event
symptoms will be routed to the same SFCs. The ide-
ology behind choosing the fields for the routing ID
was: to use only the information that uniquely iden-
tified related events. Extraneous identifiers that may
have clarified routing in some cases but confused in

others were thrown out. A minimal besteffort so-
lution was selected. The following design is based
on the following sources: 1) survey of various at-
tacks: worms [30], [31], [32], denial of service at-
tacks [33], [34], [35], [36] and port scans [37], [38];
and 2) study of the Internet intrusion characteriza-
tion based on one-month DShield [39] data of over
600 million scan records.

The format of the disease key is shown in Table 2.
The first element of the routing ID is a two bit identi-
fier differentiating between the three major types of
activity we wish to gain a global understanding of.
This element of identification may be expanded for
actual implementation in order to allow extensibility
in the future. The three major types of activity we
focus on are viruses/worms, scans, and DoS attacks,
as discussed next.

Ideally, the disease key for DoS should prop-
erly distinguish and correlate millions of DoS attack
events, but DoS attacks are very hard to character-
ize [33]. There may be one or many attack agents
sending DoS attack traffic, and these agents often
have IP address spoofed, or they may be well-known
servers sending legitimate response (e.g., distributed
reflection attacks [40]). Other than application-
specific DoS attacks (e.g., DNS request attack, a
bogus signature attack on an authentication server,
etc.), DoS attacks do not have fixed port number.
The TCP is the most common protocol in DoS, due
to the SYN flooding attacks. But the more recent
attacks can be a mixture of TCP, UCP and ICMP
traffic, like TFN, TFN2K [41], Stacheldaraht [42]
and Shaft [43]. The attack rate can be constant
or variable, and even the zombie agent set for the
same attack may receive different commands from
the attacker, and thus have different attack behavior
throughout the attack [33].

Thus the only invariable for a DoS attack is the
victim, which is used in our design of the disease
key. For application or host based attacks, the victim
IP address is used as the key. For network attacks,
which consume the bandwidth of a target network
subnet, the key is the subnet (longest prefix) with all
remaining bits set to 0. Note that the victim has to
be recognized by each IDSs, and the ”victim” IP ad-
dress can be source or destination depending on the
situation. Take a TCP SYN flooding attack for ex-
ample, for the IDSs close to the attack agent or the
victim machine, the victim is the destination IP ad-
dress while for the thirdparty IDSs which receives
“backscatter” traffic [34], the victim is the source IP
address. Given any DoS attack detection there must
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Intrusion ID Characterization Field(s) 
DoS Attack 0 Victim IP (subnet) 

Destination  IP (for vertical scan)  0 (for vertical and 
block scan) 

Source IP address 
0 (for block scan) 
Source IP (for horizontal scan) 

Scans 1 

1 (for horizontal and 
coordinated scan) 

Scan port number 
0 (for coordinated scan) 

0 (for known virus/worm) Worm ID   Viruses/Worms 2 
1 (for unknown virus/worm) Destination port number 

 
Fig. 2. Disease Key of CDDHT

be one or a few most prominent addresses (victims)
that are being overwhelmed.

Scan is probably the most common and versatile
type of intrusion. Based on source/dest IP and port
number involved in the scans, there are four well
known types of scans: horizontal scan, vertical scan,
block scan, and coordinated scan [26], [44]. Hor-
izontal scan is the most common type scan, which
scans the port of interest on all IP addresses in some
range of interest. We denote it as an identifier bit 1
and the scan port number. The port number is unique
because it reflects the vulnerability the virus/worm
try to explore. Unlike DoS attacks, the attacker does
need to use a real source IP address, since she needs
to see the packet that servers generate in response
to the scan in order to know what ports are actually
open [44]. A recent Internet intrusion study on its
global characteristics and prevalence also found that
the popularity of the attacker source IP address fol-
lows heavy-tail distribution which further confirms
that real IP address is used in scan, and it can be help
characterize different scan events [26]. Thus we use
the source IP address as the last field of the scan dis-
ease key.

A vertical scan is a scan of some of all ports on
a single host, with the rationale that the attacker is
interested in this particular host, and wishes to char-
acterize its active services to find which exploit to at-
tempt, or to find a suitable exploit via her network of
contacts and resources [44]. We represent this scan
with the identifier bit 0, and the source IP and des-
tination IP addresses in the disease key. We do not
include the port set because such set are not stable
and are hard to represent accurately with small space
in disease key.

A block scan is a combination of horizontal and
vertical scans over numerous services on numerous
hosts [44]. This scan can be regarded as vertical scan
without fix destination. We use the same disease key
as the vertical scan except the destination IP address
as all 0 because of its variance. The fourth type of
scan, coordinated scan, can be viewed as horizontal

scans from multiple sources [26]. We use the same
disease key as the horizontal scan except that the
source IP address is set to zero because of its intrinsic
variance in a coordinated attack. More complicated
scans than these four are possible in principal, but
we have not seen much in practice, and for now we
leave them as subsets of these major classifications.

Most worms/viruses are detected through the sig-
natures of existing viruses or worms. For each type
of worms/viruses, we designate a global unique ID.
The disease key for worms/viruses consists of an
identifier bit 0 followed by the ID. Normally, un-
known viruses or worms are detected through their
scanning as discussed before. For unknown virus or
worm detected through anomaly detection, we de-
note it with an identifier bit 1 and the intrusion (des-
tination) port number associated with the attack.

B. Dimension Mismatch between Disease Key and
the DHT

We have carefully chosen the characteristics to
compose the disease key. However, it is still un-
clear how these characteristics can be combined as
a good routing ID on DHT. Can we simply concate-
nate and/or hash these fields as the disease key to get
proper aggregation of intrusion events with even dis-
tribution? The answer is no, with the analysis below
and also confirmed by our simulation results in Sec-
tion 5-C.

The keys are of variable length for the design
above: viruses/worms may only need 19 bits, while
the key for vertical scans can have up to 67 bits. For
most DHT systems [15], [16], [17], given a n-node
DHT, the key length is log n. Then even a 106 node
DHT can only have 20-bit key. We can increase the
key length by a constant to accommodate all keys.
But the bigger the constant, the more virtual nodes
one real DHT node has to cover. To support the ag-
gregate queries discussed in Section 4-D, we cannot
hash the key randomly to distribute the load. Then
a large key space can easily lead to unbalanced load
distribution.
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Some load balancing schemes, such as the load-
aware node bootstraping in Section 4-C, are inde-
pendent to the disease key design. But an unnec-
essarily large key space makes it hard to balance,
and wastes extra resources for neighbor table main-
tenance. Since port scanning is probably the most
common type of intrusion, and has the longest key,
we will study how to design a key of the mini-
mum length, but can still differentiate the majority of
scans. The distributions of the scan port number and
source IP address are found to have uneven distribu-
tions, i.e., a small number of entities are responsible
for a large number of scans [26]. This suggests that
as long as we can represent a small number of pop-
ular ports with different keys, the hot spots will be
evenly distributed to different nodes. Then the num-
ber of bits needed is much less than 16 for ports or 32
for IP addresses. However, how long do the popular
ports remain popular? If they keep changing, the hot
spots may still get collided to the same SFC.

To answer these questions, we study the distribu-
tion and stability of the popular scan ports, and those
of top source IP addresses. We consider two met-
rics for the stability: i) the stability of its popular-
ity ranking, e.g., whether top 10 remains to be top
10; and ii) the stability of the scan record coverage
from previous popular entities, e.g., how many scan
records of Jan. 10 are covered by the top 10 ports
of Jan. 1st. These two metrics do not always agree
with each other. For instance, we found that while
the ranking stability of popular ports fluctuates a lot,
but the coverage stability is very stable.

Our analysis is based on the real one-month (Jan-
uary 2004) intrusion logs from DShield [39] consist-
ing of over 600 million scan records from over 2200
providers around the world. We analyze the stabil-
ity in various time scales: a day, a week, two weeks,
three weeks, and four weeks.

B.1 Distribution and stability of the top scan port
numbers

As shown in Figure 3, for each day in the month,
90% or more of total scans are covered by 64 most
popular ports in that day 1. Figure 4 and Figure 5,
respectively, show the ranking and coverage stabil-
ity for the most popular ports. It should be noted
that while ranking stability fluctuates, scan coverage
continues to rise for all days surveyed. Therefore
this shows that given a sufficient training time period
(one day in our example) the most popular ports will
cover a large percentage of scans in the future. For

1We only show a subset results of the 31 days in the month.
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Fig. 6. Scan distribution across most popular sources
each day
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B.2 Distribution and stability of the top scan source
IP addresses

Figure 6 shows that, like ports, the most popular
scan sources account for a large percentage of the to-
tal scans. However, as seen in Figure 8 and Figure 7,
the stability of the first day’s most popular sources
drops over time to less than 10% coverage by either
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Fig. 8. Scan coverage stability of the most popular source
IP addresses of 1/1/2004
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metric. So, unlike port numbers, the popular source
IP addresses of scan keep changing. That is, there is
no steady blacklist.

We then study the stability of the class C (/24)
subnets of source IP. The results as shown in Fig-
ures 9 and 10 have similar trends as those of source
IPs. That is, there is no particular subnets are con-
tinuously being used for attacks. Thus in the disease
key of horizontal and coordinated scans, we use six
bits for port, and use all remaining bits to represent
source IP addresses. For vertical and block scans, the
source and destination IP addresses have the same
length in the disease key.

C. Load Balancing

Some of the field values in the disease key are
more frequently used by other fields values. For ex-
ample, Figure 11 shows how ports with lower num-
bers or ranges that include common scan ports (128-
256) are much more popular scan targets than other
ports. Even among the ports with number less than
1024, the popularity distribution is not even: ports 21
(FTP), 53 (DNS), 80 (HTTP), and 137 (NETBIOS)
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Fig. 11. Scan coverage distribution across the first 8192
ports

are the hot spots [45].
We have two solutions for load balancing: 1) hash

the port number before adding it to the key; and 2)
load-aware node bootstrapping. Hashing can be fur-
ther leveraged on the popular port stability we stud-
ied before, and design special hashing functions to
evenly distribute the most popular ports from a cer-
tain ”training” time period.

Load-aware node bootstrapping happens when we
add an IDS node or any other node as a SFC. Each
time when an IDS send alarms to a SFC, the SFC will
reply as confirmation, and piggyback its recent load
(e.g, number of reports received in the past 24 hours).
Then an IDS becomes a SFC, it will contact the SFC
with the heaviest load which will split in the middle
along the busiest and divisible dimension, and hands
over the half of its zone to the new SFC. When a new
node joins as a SFC, it will consult its nearby IDS for
the heavy load SFC, then do the same.

Next, we discuss a few open questions on CD-
DHT.

D. Querying on CDDHT

On getting symptom reports from various places,
SFC will correlate and merge alerts with event fu-
sion algorithms like [46], [47]. The attack summary
is sent to the interested users (e.g., the IDSs which
reported related symptoms), or is used to answer
queries.

CDDHT can support two types of queries: with
a given disease key or aggregate queries. The for-
mer is easy: simply calling get(disease key).
The latter can answer queries like ”show me all the
horizontal and coordinated scans with port number
x”. This is particularly useful to detect a compli-
cated worm propagation where some nodes perceive
it as a horizontal scan while other nodes perceive it

as a coordinated scan. The query is issued to the
SFC which is responsible for the coordinated scan.
That SFC will serve as collector, and query all other
nodes in the “zone” which have the same node ID as
the collector except the last a few bits for source IP
address.

We also plan to leverage “range queries” over
DHT [48] for more complicated query requests.

E. Robustness and Attack-Resilience

When any SFC leaves the CDDHT or just be-
comes unavailable, other nearby CDDHT node(s) 2

will take over its responsibility [14], [15], [16], [17].
We can also replicate each SFC node to make it more
robust.

Some of the IDS sensors may get compromised
and send out bogus attack information to SFC. We
use the voting mechanisms similar to DOMINO [12]
to ignore those faked alarms. However, if the SFC is
compromised, it will not be able to report the cor-
responding type of intrusions, but other SFCs can
still work without being affected. Furthermore, since
we hash some of the key fields like the port number,
given an intrusion, the attacker does not know its dis-
ease key, and thus does not know the corresponding
SFC. We are investigating other techniques to further
improves the attack-resilience.

V. EVALUATION

In this section, we present the simulation method-
ology and results for our preliminary evaluation on
CDDHT system.

A. Methodology

As shown in Section 4-B, our simulation is based
on daily DShield firewall logs data. They are only
denoted as scans, so we will focus on evaluating
the effectiveness of disease key for scans, which ar-
guably represents the largest number of intrusions in
the current Internet. It is our future work to collect
data on DoS attacks and virus/worm infection for a
more comprehensive evaluation of the whole system.

For the logs of each day, first we generate the
four types of events for the providers, with definition
mostly adopted from [26] and [44] as below.
• Vertical scan We define vertical scans as one or
more scans from one source to one destination (vic-
tim) across five or more ports.

2They are logically close. So these nodes have similar node
IDs, and are also SFCs.
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• Horizontal scan We define horizontal scans as
one or more scans from one source to five or more
destinations (victims).
• Block scan While horizontal and vertical scans
vary in one dimension (destination or port), a block
scan varies in both dimensions (destination and
port). Therefore we define a block scan as an combi-
nation of vertical and horizontal scans. This combi-
nation is seen as scans from one source covering five
or more of the same ports on each of five or more
destinations (victims).
• Coordinated scan We define coordinated scans
as 5 or more sources conducting parallel horizon-
tal scans to 5 or more destinations within the same
subnet. We do not account for coordinated verti-
cal scans, reporting them as multiple unique vertical
scans because it rarely happen in practice.

Note each scan event only count scan logs from
the same provider. For each scan log record, we clas-
sify it to only one of the four types of scans. For ex-
ample, if one horizontal scan is detected as part of a
coordinated scan, it will only be reported as part of
the coordinated scan, but not as a horizontal scan.

We then used these classified scan events to gen-
erate the disease keys based on the design in Sec-
tion 4. Each of the disease key is simulated to route
on the Chord [15] DHT. Before that, Chord is ini-
tialized with the n nodes where n is the number of
unique providers (IDS nodes) in the DShield data.
For simplicity, we assume any DHT node (i.e., IDS
node) can be a SFC.

B. Metrics

The metrics include the effectiveness of fusion,
and the variation of load among the SFCs. The for-
mer is the percentage of related alarms (defined by
the disease key) fused in the corresponding SFC.
For each SFC, the load is denoted by the number of
symptom report received. The load variation is mea-
sured in terms of the coefficient of variation (CV)
and the maximum vs. mean ratio (MMR). The CV of
a distribution x, defined as below, is a standard met-
ric for measuring inequality of x, while the MMR
checks if there is any single node whose load is sig-
nificantly higher than the average load.

CV (x) =
standard deviation(x)

mean(x)
(1)

C. Simulation and Results

We use daily DShield data for evaluation, and they
all have similar results. So we will just show the re-
sults for that of January 2nd, 2004. It contains over

scan type Vertical Horizontal Block Coordinated
# of scans 3364 8486 22 25711
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Fig. 12. Statistical Distribution of reports across the DHT
nodes

25 million scan logs from nearly 1417 providers.
These scan logs are classified into the events as in
following table.

The large number of coordinated scans is proba-
bly caused by the large amount of worms spreading
nowadays. With many worms propagating between
subnets, the same port is often scanned by many dif-
ferent sources.

For Chord, we use 32-bit node ID and 32-bit rout-
ing key by default. The stability study in Section 4-
B suggests using 6 bits to represent port, we further
compare it with 16 bits full length, and with little
variation for 5 and 7 bits as below. The source IP ad-
dresses are quite random and do not have any popu-
larity stability, so we just use the IP address (starting
from the most significant bit) to fill the remaining
bits in the key.
• hashing but maintaining 16 bit field length
• hashing to 7 bits
• hashing to 5,6 or 7 bits while using a hash function
trained with the most popular ports from the day be-
fore (Jan. 1 2004)
• hashing to 5,6 or 7 bits and using hash function
trained with the most popular ports of the day being
tested (Jan. 2 2004)

By training a hash function, we manually set the
the top 2x ports with different x-bit representations
where x is the number of bits to represent the scan
port number in the key. This is to ensure these top
ports are evenly distributed with the x bits.

In terms of fusion, for all the events, all the related
alarms are fused to its corresponding SFC because
Chord has deterministic routing, and thus given the
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same disease key, it always routes to the same node.
The load distribution results are shown in Fig-

ure 12. To reduce the number of bits for port number
in the key can significantly improve the load balanc-
ing: it reduces the coefficient of variation by more
than 60% and reduce the maximum vs. mean ra-
tio by about 40%. Six-bit port number design gives
the best load distribution, but 5 and 7 bits also have
very similar results. There are still certain hot spots
because some scan events are much more popular
than the rest, as indicated in the MMR ratio. Load-
aware node bootstraping can potentially solves that
problem by having more SFCs for the particular hot
event. We will evaluate its effectiveness as part of
our future work.

With training hashing functions, Figure 12 shows
that it helps improve the load distribution by about
15%. Since the popular ports remain very stable,
there is little difference between training the hashing
function with the history or with the current dataset
(like the oracle case). We also tried training the hash-
ing function with older datasets (up to a month old),
which gave similar results.

VI. CONCLUSION

Most existing distributed intrusion detection sys-
tems (DIDS) rely on centralized fusion, or dis-
tributed fusion with unscalable communication
mechanisms. In this paper, we propose to build a
distributed IDS based on the emerging decentral-
ized location and routing infrastructure: distributed
hash table (DHT). We embed the intrusion symp-
toms into the DHT dimensions so that alarms re-
lated to the same intrusion (thus with similar symp-
toms) will be routed to the same sensor fusion cen-
ter (SFC) while evenly distributing unrelated alarms
to different SFCs. This is achieved through care-
ful routing key design discussed in the paper. Eval-
uation based on massive worldwide firewall logs
data show that the CDDHT system can effectively
fuse related alarms while distributing unrelated ones
evenly among the SFCs. Open questions on querying
and attack-resilience of CDDHT are also discussed.
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