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ABSTRACT

Understanding and Mitigating New Risks in Location-Aware Technologies

Allen Yilun Lin

Location-aware technologies, such as personal navigation applications, location-based AR games, and artificial intelligence systems that learn from data about places, increasingly mediate our understanding of and interactions with the world. However, a number of risks associated with location-aware technologies have emerged, jeopardizing the welfare of its users. This dissertation seeks to understand and mitigate two such emerging risks associated with location-aware technologies - safety and geographic biases. The first part of this dissertation focuses on understanding and mitigating the safety issues in one of the most popular location-aware technologies - personal navigation systems. We analyzed catastrophic incidents that involved the use of personal navigation applications, identified technological causes that contributed to these incidents, and designed solutions to mitigate the most prominent technological causes. The second part of this dissertation focuses on mitigating the geographic biases in two types of location-aware technologies that leverage data-driven artificial intelligence - location-aware technologies based on computer vision and location-aware technologies based on knowledge base.
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CHAPTER 1

Introduction

1.1. Motivation

Location-aware technologies, which encompass computing systems and devices that leverage location data, are bringing significant benefits to both individuals and societies. For many individual users, location-aware technologies are indispensable for them to understand and navigate the physical world, answering simple, yet fundamental questions such as “where am I” and “what is there”. For an increasingly data-driven society, the expected economic values of the location-aware technologies are enormous. For example, studies have estimated that more than 60% of user-generated digital information in our society are associated with spatial information (e.g., [110, 94]), opening a billion-dollar market [197] for location-aware technologies to operate in.

Despite these immense benefits, location-aware technologies can expose their users to a variety of risks. Previous research on the risks of location-aware technologies has almost exclusively focused on privacy issues [260] as the most significant user concern [50, 90]. Through decades of research, researchers have gained a comprehensive understanding of different types of location privacy attacks (e.g., [168, 32, 192]) and have mitigated these attacks through developing well-known countermeasures (e.g., [33, 109, 15]).
However, as location-aware technologies evolved, new risks beyond the location privacy. These new risks brought previously unseen negative effects to both individual users and societies and called for research efforts to understand and mitigate them.

One type of new risks is the risks to users’ physical safety. Compared to other computing technologies, location-aware technologies have a unique power to influence where users would physically be, such as the restaurant to go, the park to visit, or the route to drive on. As such, if location-aware technologies are not carefully designed to ensure the safety of the places they recommend, users who take these recommendations might throw themselves into dangerous, sometimes even deadly, environments. Sadly, such catastrophes have already occurred. On one of the most popular location-aware technologies - personal navigation systems, users who followed the directions have been led to go directly into the Atlantic Ocean [115], to get stranded in Australian outback [195], and to drive off the cliff in England [240].

Another type of new risk is the geographic inequalities on the performance of the location-aware technologies. While these geographic biases can be produced through a variety of mechanisms, this dissertation is mostly concerned with the geographic biases rooted in the data that power the location-aware technologies. The presence of digital divide resulted in uneven production of digital content across different socioeconomic classes. [287, 283, 55]. Geographically, higher quantity and quality digital content are produced for locations with privileged socioeconomic status [278, 106, 105]. Data-driven location-aware technologies rely on these digital content about places to learn knowledge and offer services. As such, geographically biases in the digital content are inherited by
the location-aware technologies, contributing to differential service qualities for users from different areas, which in turn reinforces existing socioeconomic inequalities.

The goal of this dissertation is to understand and mitigate the risks of safety and geographic inequalities in location-aware technologies. The first part of this dissertation will focus on understanding and mitigating the safety issues related to one of the most widely used location-aware computing technologies - personal navigation systems. We employed a novel methodology to collect catastrophic incidents associated with the use of personal navigation applications, analyzed the major themes in these incidents, and identify the contributing technological causes. To mitigate one of the major technological causes we identified - that personal navigation technologies usually function without the critical knowledge of road safety information, we built a low-cost machine-learning based system to support adding large-scale road safety information for the use of personal navigation systems. The second part of this dissertation concentrates on understanding and addressing the geographic biases in the location-aware technologies that leverage data-driven artificial intelligence. Specifically, we focused on two types of such technologies - location-aware technologies that are based on computer-vision techniques and location-aware technologies that are based on knowledge base techniques.

The rest of this chapter is structured as follows. First, we situate the topics of safety and geographic biases broadly in the computing research and highlight how these background literature relate to the context of location-aware technologies. We then summarize the overall structure of this dissertation and offer a high-level summary for each chapter.
1.2. Background

Below, we summarize two areas of work in computing research that provide background and context for this thesis.

1.2.1. Safety Concerns of Computing Technologies

Computing machinery forms a critical backbone of our society today. As such, how to ensure the safety of the people who operate, or are subject to, these computing devices becomes a critical focus of the computing research community. Different from the concept of *security*, which puts primary concerns on protecting the information in computing technologies [298], the concept of *safety* requires that computing devices are "free from accidents or losses" [183], thus putting more emphases on human and society. Most of the existing research about the safety of computing systems centered around the so-called safety-critical systems. Also known as life-critical systems, these computing systems are defined as "systems whose failure could result in loss of life, significant property damage, or damage to the environment" [160].

1.2.1.1. Traditional Safety-Critical Computing Systems. Traditional safety-critical computing systems are primarily developed to help humans control complex machinery in high-stake industries. In aviation industry, fly-by-wire computing systems have been developed to reduce the workload of pilots. In the control rooms of nuclear power plants, computer programs monitor the temperature and pressure of the reactors’ cooler systems through digital sensors and issue alarms when changes happen. In medical industry, computer-controlled robotic devices help doctors perform gastrointestinal surgery [139], coronary artery bypass [155], and minimally invasive spine surgery [263].
To understand the safety concerns of these high-stake computing systems, a common approach is to gather as much as possible information about their failures. To this end, data loggers or recorders have been widely deployed on these traditional safety-critical computers on aircraft, trains, and power plant control room to reliably record what happens before, during, and after accidents. More recently, surveillance cameras have been installed to augment these data recorders with visual and audio descriptions. This information has been critical for the postmortems of a number of high-profile disasters involving computing systems. For example, in the investigations of the recent two Boeing 737 MAX crashes, black box data, including both the conversation in the cockpit and the instrument readings, helped investigators dissect the two fatal accidents [152].

Researchers who studied these disastrous failures usually found that the root cause is a combination of human errors and technical failures. For example, in the Boeing 737 Max case above, four factors, including "poor documentation, rushed release, delayed software updates, and human out of the loop" [152], have been identified as causes to the tragedy. Another example that is more familiar to the computing community is the Three Mile Island accident in 1979, in which a reactor in a nuclear power plant partially melted down and brought wide and significant environmental and health consequences to the local community. While the technical failure that led to deficiency of coolant is the direct cause, the postmortem also pointed to the human negligence of the initial warnings due to the ambiguous indicators on the control panel [181].

Accordingly, the general approach to mitigate safety concerns of these safety-critical computing systems also involve two aspects - increasing the reliability of the computing systems and improving how these systems interact with their operators. Work to improve
the dependability of computing systems is usually conducted by researchers in software engineering and aims to enhance the fault avoidance, fault tolerance, fault removal, and fault forecasting of software systems [178]. One typical approach to achieve such goals is formal methods [40], which involves defining unambiguous (usually mathematical) requirements for computer systems and then relentlessly verify that systems adhere to these standards. Human-computer interaction researchers works on the improvement of user interface to reduce human errors during system operations [38]. Example work on this aspect includes developing dependable touch screens for cockpits [228], inventing mechanisms to support multiple displays in control rooms [272], and engineering new simulators for evaluating the safety of different arrangement of user interfaces [273].

1.2.1.2. Ubiquitous Safety-Critical Computing Systems. While traditional safety-critical computing systems are only used in limited high-stake scenarios, modern safety-critical computing systems have become ubiquitous in everyday life. Early in 2002, a highly-cited paper about safety-critical systems published on the International Conference on Software Engineering [160] predicted that the number and types of safety-critical computing systems will increase significantly as computers are more embedded in our society. This is precisely what happens almost 20 years later. Despite never called so, many personal computing technologies we used daily, such as navigation systems or augmented reality devices, fit squarely under the definition of safety-critical computing systems - “systems whose failure could result in loss of life, significant property damage, or damage to the environment” [160].
For these ubiquitous safety-critical technologies, researchers need new data collection method to gather information about their safety concerns. Unlike traditional safety-critical computing systems which are usually equipped with specialized recording devices, ubiquitous safety-critical technologies are limited by their relatively low cost and privacy concerns and thus can not record detailed descriptions of their user interactions. To address this challenge, researchers usually employ lab studies or ethnographic studies. In either case, researchers observe how participants use the safety-critical technologies and identify scenarios where it is presents a safety concern (e.g. [44].) For example, to study the safety concerns of driving navigation systems, researchers have conducted ethnographic studies where they sat in the car with the drivers, recorded how drivers interacted with the technologies, and recorded assorted safety problems [44]. Other researchers have leveraged lab studies where they observed participants using driving simulators and identified when and for how long user are distracted by navigation systems (e.g. [77, 169, 294]). Similarly, to study the safety issues of virtual or augmented reality devices, researchers have asked participants to engage with VR devices and monitored their physiological attributes identify potential health risks (e.g., [176, 46, 58]).

However, one major limitation of the lab and ethnographic studies is that the safety concerns are usually observed under normal usages, making it difficult to establish their strong causal relationship with disastrous failures. One main reason for this limitation is that relative to the number of experiments researchers could run, disastrous failures are extremely rare. For example, even if researchers study 200 participants, a very large sample size for an ethnographic study [184], they are still unlikely to observe any disastrous failure. In addition, human subject studies are regulated by strict ethical protocols that
prohibits putting the participants in dangerous or unhealthy situations like disastrous technology failures. For example, it would be unethical to treat users with extremely violent VR content for understanding what leads to high-stake physiological reactions. As such, the safety concerns observed from the lab and ethnographic studies can be more precisely described as potentially dangerous, yet manageable. However, it is still unknown what role they play in the disastrous failures that actually ”result in loss of life, significant property damage, or damage to the environment”.

The Part 1 of this dissertation introduces a new data collection method adapted from communication studies that helps address the above limitations of the lab and ethnographic studies. Most importantly, this method enables researchers direct access to rich descriptions of disastrous failures from an unlikely data source - news articles. Successful applying our method to studying the disastrous failures of personal navigation technologies, we offer not only the insights about the safety concerns that direct contribute to the disastrous failures of personal navigation technologies, but also an example of implementing this new method in HCI context which can be replicated for studying safety concerns of other ubiquitous computing technologies.

1.2.2. Fairness and Geographic Biases in Computing Technologies

More and more frequently, decisions about individuals are completely or partially delegated to computing systems. Many decision making process such as resume screenings, school admissions, and car insurance quotes now involves complex predictive models that
decision makers heavily rely on. As computers start to make decisions for and about individuals, a frequently asked question is - are these decisions from algorithms and models fair?

1.2.2.1. Fairness in Machine Learning. Fairness is largely regarded as a social construct [175, 190, 291]. As such, its specific definition varies in different context. In computer science, the definitions of fairness are mainly discussed in the context of predictive models such as machine learning [215]. In this context, researchers have broadly classified fairness definitions into the following categories [26, 215]:

- **Statistically Unbiased.** Statistical bias refers to the differences between the expected value of the model’s predictions and the ground truth value. A statistically unbiased model will give estimates which on average equals to the true value. For example, if a model that predicts the sun set time is 10 minutes early one day and 10 minutes late the other day but the average error is zero, this model is said to be statistically unbiased. While this definition of bias was used in early discussions of machine learning biases, research community have now considered it insufficient [216]. One of its major limitation is that this definition fails to consider widely accepted social justice values, making it particularly inappropriate for describing the predictive systems that make decisions about humans.

- **Group fairness.** To address this limitation, group fairness, a umbrella term for a set of related fairness definitions, asks machine learning models to conform to one of the most widely acknowledged social values - no systematical performance differences among different populations. For example, one of the more popular definitions under group fairness is demographic parity, which requires that the subjects selected by the
models are demographically balanced and has close relationship to the affirmative action concept in policy making. Another frequently mentioned definition is predictive parity, which requires that the positive predictive value, or precision, are the same for different groups and has been strongly argued for in the high-profile case of recidivism prediction [56]. As we will show later, this concept is particularly relevant to the geographic biases that Part 2 of this dissertation focuses on. Other definitions of group fairness include the criteria to equalize false positive rate, false negative rate, and accuracy among different populations [215].

• **Individual fairness.** This fairness definition requires that similar individuals should be treated similarly. While this definition seems to be straightforward, it defers all nuances how to measure the similarity between individuals. According to the authors of this definition [80], similar individuals are context dependent and thus the similarity metric should be developed on a case-by-case basis in a form of distance metric. In the context of measuring the biases of recommendation systems, for example, similar users could be defined by the similarity of their ratings to the items in the systems, a widely used similarity metric in user-user collaborative filtering technique [163].

• **Process fairness.** While the previous definitions mainly focus on the fairness in the outcome, process fairness emphasizes that the process of building machine learning model is fair, resembling the procedural justice notion in legal proceedings. For example, focusing on a key step in building predictive systems - feature selection, Grgic-Hlaca et. al. [3] conducted an intriguing experiment in which they democratized the decision-making about what features to be included in the classification models to the crowdworkers.
Using the above definitions, many specific fairness issues in machine learning have been identified. In computer vision and image classification, researchers have repeatedly found that image classifiers have group fairness issues along a variety of demographic dimensions such as gender \( [248] \), race and skin tone \( [45] \), and geography \( [258, 72] \). Similarly in natural language processing, gender biases \( [305, 39] \) and age-related biases \( [74] \) have been verified in some of the most popular language models.

Researchers have proposed various methods to mitigate the fairness issues above. While there exists methods relying more on human intervention, such as enhancing model’s interpretability so that human can vet, identify, and manually fix fairness issues in the models (e.g. \( [174, 180, 233] \)), most existing mitigation methods focus on building a less biased AI model itself. To this end, researchers, broadly speaking, take two approaches - building fairer training datasets and/or debiasing trained machine learning models. To build fairer training datasets, researchers have maintained the importance of increasing the diversity of the training datasets \( [285] \). To this end, researchers have leveraged methods such as data augmentation to artificially increase the data variability \( [207] \), combining multiple datasets \( [157] \), and re-balancing the data distribution of biased datasets \( [302] \). We highlight that the second part of this thesis which focuses mitigating the geographic inequalities in location-aware AI technologies, largely falls into this approach. Compared with the first approach, techniques to debias machine learning models are more context-dependent. For example, in the context of mitigating biases in word embeddings, popular debiasing techniques center around different ways to isolate gender-related information into subset of dimensions \( [306, 39] \).
1.2.2.2. Geographic Biases in Computing Technologies. Geographic biases can be largely regarded as one specific type of fairness issues. In the context of machine learning, it is usually possible to adapt specific fairness definitions to define geographic biases. Let us use the predictive parity definition under the group fairness as an example. The formal definition of predictive parity requires that for group $a$ and $b$, a binary classifier $\hat{Y}$ has the same positive predictive rate, i.e., $P_a\{Y = 1|\hat{Y} = 1\} = P_b\{Y = 1|\hat{Y} = 1\}$ where $Y$ refers to the true label and $\hat{Y}$ refers to the predicted label. Adapting this formal definition for geographic biases, it prescribes that a binary classifier achieves the same positive predictive rate on samples from type of location $g$ and type of locations $h$ i.e., $P_g\{Y = 1|\hat{Y} = 1\} = P_h\{Y = 1|\hat{Y} = 1\}$.

Recent empirical studies have found geographic biases in some widely used machine learning systems. For example, using the above definition of predictive parity, Shankar et al. [258] showed that, for the task of recognizing bridegroom images, widely used pre-training models in computer vision have better positive predictive rates in developed countries than in developing countries. Similarly but independently, de Vries et al. [72] also found that the positive predictive rates of some of the most popular commercial image recognition models decrease as the medium income of the country where the image is from increase. More importantly, both studies also argued that the root cause of the geographic inequalities in computer vision models is the geographic biases in the training data - these training data predominantly focus on developed countries and include too few samples from developing countries.

\footnote{Although fairness definition for non-binary classifier exist, we follow the convention in the literature and only consider binary classifier here.}
To explain the mechanism through which the geographic biases enter into the training dataset, computing researchers draw relationship to the wider representation issues in the digital content in general [149]. Given that it has been well known in social science that certain regions and communities (e.g., urban) are better represented than others (e.g., rural) in cultural, political, and economic aspects of our society, researchers argued that this representation biases across geography have been reproduced in the digital content that are generated by human and ultimately used to train computer algorithms [149]. Specifically, researchers have investigated the geographic coverage gaps in large digital knowledge repository such as Wikipedia [150, 106], in vast amount of social media content such as Tweets [151], and in the availability and quality of peer-economy services [284]. The general consensus is that, while the location-aware computing technologies come with great promises of empowerment, the digital content or services created by these platforms and later used to train many machine learning models still replicate, and in some cases even reinforce, the existing geographic representation biases in society.

1.3. Organization of the Thesis and Summary of the Chapters

This thesis is organized into two part. The first part of this thesis focuses on understanding and mitigating the safety issues in personal navigation systems - a ubiquitous safety-critical technologies in the location-aware computing domain. Two projects are included in this first part:

Chapter 2: Understanding the Catastrophic Incidents Associated with Personal Navigation Technologies
Work in Chapter 2 addresses the previously mentioned gap that no research has analyzed the failures in these ubiquitous safety-critical technologies and aims to understand the safety concerns of personal navigation systems that will lead to catastrophic consequences. Borrowing techniques from public health research and communication studies, we construct a corpus of 158 detailed news reports of unique catastrophic incidents associated with personal navigation technologies. We then identify key themes in these incidents and the roles that navigation technologies played in them, e.g. missing road safety attributes such as lane-width and clearance height contributed to over 24% of these incidents. With the goal of reducing casualties associated with personal navigation technologies, we outline implications for design and research that emerge from our results, e.g. advancing “space usage rule” mapping, incorporating weather information in routing, and improving visual and audio instructions in complex situations.

**Chapter 3: Mitigating the Risks of Personal Navigation Systems by Adding Road Safety Awareness**

Work in Chapter 2 identified a number of catastrophic safety concerns of personal navigation systems. Chapter 3 begins the process to mitigate one of these concerns - the personal navigation systems are usually unaware of road safety attributes. To this end, the key idea behind our work is to add road-safety-awareness into personal navigation systems. To do so, we first created a definition for road safety that navigation systems can easily understand by adapting well-established safety standards from transportation studies. Based on this road safety definition, we then developed a machine learning-based road safety classifier that predicts the safety level for road segments using a diverse feature
set constructed only from publicly available geographic data. Evaluations in four different countries show that our road safety classifier achieves satisfactory performance.

The second part of this thesis shifts the focus to another type of risks of location-aware technologies - geographic biases. Following prior work in the fairness of machine learning, we focus on the machine learning or artificial intelligence based location-aware technologies. We identify that the source of the geographic biases of these location-aware AI technologies are rooted in the underlying core artificial intelligence models, such as computer vision, natural language processing, and knowledge base technologies, which these location-aware AI technologies are built upon. As such, we take on this root cause to address the geographic biases in the underlying core artificial intelligence models. To this end, we focus on two types of core AI technologies, computer vision and knowledge base, that are widely used in location-aware computing.

Chapter 4: Mitigating Geographic Biases in Computer Vision-Based Location-Aware AI Technologies

Prior research have identified that the geographic biases of image classification models can be attributed to the geographic biases in large image datasets on which these models are trained. Specifically, these datasets sourced most of the images from developed countries and underrepresented developing countries. Traditional approaches for enhancing the geodiversity of these datasets require large-scale market-based crowdsourcing, which is prohibitively expensive and subject to geodiversity issues per se. In this paper, we explore the potential of using Wikimedia Commons - the largest dataset of peer-produced encyclopedic imagery - as a low-cost mechanism to reduce the geographic biases of ImageNet. We detail how we produce ImageNet-compatible tags for Wikimedia Commons’ images
by exploiting the Commons' peer-produced categories. Using these ImageNet-compatible tags, we show that the Commons can provide substantial number of images from developing countries for ImageNet and demonstrated that these geographically diverse images can significantly increase ImageNet pre-training models performance in developing countries which are previously underserved.

Chapter 5: Mitigating Geographic Biases in Computer Vision-Based Location-Aware AI Technologies

Another core AI technologies location-aware computing leveraged frequently is knowledge base which contains rich facts about and relationships between places. Many knowledge base technologies extracted these facts and relationships from Wikipedia. However, we show that geographic biases with respect to information access exist in these Wikipedia-based knowledge bases due to a popular yet erroneous assumption - all facts and relationships related to a certain geographic concept are exclusively contained in the Wikipedia article that has this geographic concept as title. We further demonstrate that knowledge bases that adopt this problematic assumption will have poorer information access to Wikipedia content on more prominent geographic concepts. To mitigate this problem and ensure that knowledge base have equal information access to Wikipedia content on all geographic concepts, we designed and developed the first system to gather all Wikipedia content that are relevant to one geographic concept. We show that, using a diverse feature set and standard machine learning techniques, our system can achieve good performance on most of our ground truth datasets, significantly outperforming baseline approaches.

Chapter 6: Supporting Projects

The final chapter of Part 2 summarizes two additional projects that provide important
context or key motivations to the core content in Part 2. Both projects were led or co-led by me and published during the course of my PhD studies. The first project built a system that mines data visualizations on Wikimedia Commons and recommends relevant data visualizations to news articles. This project is one of the first works that taps into the enormous potentials of Wikimedia Commons images and inspired our work in Chapter 4 for using Wikimedia Commons to augment ImageNet. The second project analyzed the geographic biases in Pokemon Go - a location-based game that was wildly popular in 2016 and found that the spatial distribution of key resources in this game disadvantage rural areas and predominately minority neighborhoods. This project, which demonstrated geographic biases in a different type of location-aware computing, offer critical context and motivations for the our work that mitigate the geographic biases in the location-aware AI technologies.
Part 1

Safety Issues in Personal Navigation Technologies
CHAPTER 2

Understanding the Catastrophic Incidents Associated with Personal Navigation Technologies

Note: Much of this work was originally published in the Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems [187]. Necessary modifications have been made to situate the original content in the context of this thesis.

2.1. Introduction

A tourist drives his rental car across a beach and directly into the Atlantic Ocean [115]. A person in Belgium intending to drive to a nearby train station ends up in Croatia [289]. A family traveling on a dirt road gets stranded for four days in the Australian outback [195]. These incidents all have one major factor in common: playing a key role in each incident was a personal navigation technology, i.e. a GPS device, a mobile map app (e.g. Google Maps, Apple Maps) or a “SatNav”.

Catastrophic incidents associated with personal navigation technologies are sufficiently common that they have come to be associated with a colloquial name: “Death by GPS” [213]. While thankfully not all of these incidents involve the loss of life, it is not uncommon to see media reports of people endangering themselves or others and/or causing extensive property damage due in part to their interaction with a personal navigation technology.

It is tempting to blame these incidents on users and users alone. Indeed, reports of these incidents are often peppered with comments from witnesses and observers inquiring
as to why drivers “wouldn’t question driving into a puddle that doesn’t seem to end” [213] and did not notice “multiple-language traffic signs” [289]. However, it is our responsibility as HCI researchers to design better systems that help people avoid making “user errors” [220], especially when these errors involve such extensive human and financial costs.

The geographic human-computer interaction (“GeoHCI”) [124] literature includes a relatively large body of work that examines how people use GPS-based navigation technologies in standard scenarios and in the course of their everyday lives (e.g. [44, 129, 145, 179, 182]). However, no work has focused on the increasingly large number of catastrophic incidents associated with these technologies. In other words, the “Death by GPS” phenomenon has yet to be studied in a rigorous fashion.

This chapter seeks to begin the process of addressing this gap in the literature. As has been pointed out in the work on typical interactions with GPS devices [44], a major obstacle to the systematic analysis of “Death by GPS” incidents is that no database of these incidents exists. Additionally, methods that have been used to study interaction with GPS devices in the past (e.g. lab studies, field studies) are not valid for this type of analysis.

To overcome these obstacles, we turned to an unlikely source of data: news articles. This approach is adapted from the public health literature, where news articles are used as sensors when the research topic is of sufficient significance but no authoritative dataset is available. Using rigorous best practices for building a minimally biased-corpus of news stories and expert-led qualitative coding, we collected and analyzed a dataset of 158 news stories about unique catastrophic incidents associated with personal navigation technologies.
In our analyses of this corpus, we had two cascading research goals:

**Goal 1**: Identify the patterns that characterize catastrophic incidents associated with personal navigation technologies.

**Goal 2**: Use the identified patterns to generate implications for research and design that can help build safer personal navigation technologies.

More specifically, for our first goal, we sought to ascertain themes in both the basic properties of these incidents (e.g. Who was involved? What happened?) and themes in the roles that navigation technologies played in the incidents (i.e. How did the navigation technology specifically fail the user?). Based on the identified patterns, our second research goal involved outlining a series of concrete steps that researchers and practitioners can take to prevent the reoccurrence of common types of catastrophic incidents (and save lives).

We find, for instance, that a large number of “Death by GPS” incidents are single-vehicle collisions (likely far more than accidents caused by other factors), that stranding events were the next most common type of incident, and that distraction by a navigation device was significantly associated with more serious incidents. With regard to the roles of technology, we observed that missing road characteristics attributes (e.g. road surface types and current condition) had a substantial effect, as did the failure to correctly infer routing preferences (among a series of other factors). The implications for research and design that emerge from our findings span the spectrum of “GeoHCI” topical domains. For example, we discuss how our results highlight the importance of (1) incorporating vehicle type and weather information into routing algorithms, (2) improving navigation guidance in the face of complex geographies, and (3) developing separate interfaces for
tourists and locals. More generally, our results show that navigation devices can be more intelligent about safety than their current state-of-the-art: telling users to pay attention to their environment when the device is turned on. Blanket warnings like these are known to be ineffective in HCI [220], and our results show a path forward towards improved approaches.

In summary, this chapter makes the following contributions:

(1) We perform the first research that systematically characterizes catastrophic incidents associated with personal navigation technologies and the role that these technologies played in these incidents. We identify major themes in the incidents themselves and in the roles played by technology.

(2) With the goal of preventing the patterns we identified in these catastrophic incidents from reoccurring, we outline a series of implications for research and design that can help us develop safer personal navigation technologies.

To further research on this topic, we are also releasing the core dataset we developed for the work in this chapter 1. This dataset consists of the complete corpus of 158 news stories along with all the codes we applied to each story in the process described below. To make our findings more accessible, we are also releasing an interactive web map version of the corpus, which allows users to see the exact location of each incident along with the Google StreetView imagery at the location and further information about the incident 2.

A Note on Terminology: The subject of this research resulted in several terminological challenges. The core technologies of interest to this chapter – GPS devices, SatNav devices, and mobile map applications like Google Maps and Apple Maps – are

---

1The dataset can be downloaded here: https://goo.gl/8vE14V
2The interactive map is available here: https://goo.gl/j1Q8S4
often referred to using the term “GPS”. This term ignores the diverse positioning techniques (e.g. Wi-Fi positioning), routing algorithms, and cartography built into these technologies, so we felt it was imprecise to use this more casual language. As such, we use the term “personal navigation technology” (sometimes shortened to “navigation technology” or “navigation device”). Similarly, given the diversity of the types of incidents in our corpus, assigning this class of incidents a formal name was not straightforward. We chose the term “catastrophic incidents” in accordance with the “extremely unfortunate or unsuccessful” definition of “catastrophic” [271].

2.2. Related Work

This work’s core motivation primarily emerges from two areas in the “GeoHCI” literature: (1) work that has examined the use of personal navigation technologies in standard scenarios and (2) research that has looked at the long-term behavioral and cognitive effects of using these technologies.

2.2.1. Navigation Technologies in Standard Scenarios

Researchers began to investigate HCI issues associated with in-car navigation systems almost as soon as these technologies were first commercialized [76, 77, 294]. This thread of research covers a diverse set of topics including attention demands [77, 169, 294], cartography [179, 208, 249], different modes of output [71, 145] and age-related variation [7], all with a focus on everyday usage scenarios. For instance, Kun et al. [169] conducted a lab simulation study and found that graphical GPS interfaces distracted users from the primary task of driving. Medenica et al. [208] coupled augmented reality with in-car GPS
navigators and showed that this combination reduced drivers’ distractions. Jensen et al. [145] compared different interaction modes of in-car GPS navigators and concluded that the combination of audio-visual output is preferred by drivers, but did not significantly reduce device-related distractions.

The projects in this research thread that most directly motivated our work are those of Hipp et al. [129] and Brown and Laurier [44]. Both studies considered the “troubles” drivers encountered with in-car GPS devices in typical driving situations. Hipp et al. [129] conducted a traditional user interface evaluation to compare the performances of different types of in-car navigation systems on the same route. They identified unexpressed routing preferences, failure to understand intentional detours from planned routes, and the lack of real-time traffic information as the common interaction weakness of commercial navigators (with the latter now being fixed in most modern navigation technologies). Brown and Laurier [44] carried out an interaction analysis in which they observed and interviewed drivers about their daily uses of in-car GPS to understand their navigation practices. They outlined five types of “normal troubles” of using in-car GPS navigators in everyday driving: destination, routing, maps and sensors, timing of instructions and inflexibility of the technology.

This work is distinguished from that above in that instead of studying the use of personal navigation technologies in standard scenarios, we focus on catastrophic incidents that involved these technologies. Some of the roles that these technologies play in catastrophic incidents are similar to those identified in the literature on standard scenarios, and other roles are new to the literature (as are the resulting design implications). We
discuss the relationship between our findings and the findings from prior work in detail below.

2.2.2. Long-term Impact of Navigation Technology Use

Another class of relevant research focuses on understanding the behavioral and cognitive changes produced by personal navigation technologies. For instance, Leshed et al. [182] conducted an ethnography-based study and showed that drivers using GPS-based navigation technologies are disengaged from their surrounding environment. Aporta and Higgs [14] examined the long-term impact of navigation technology at a larger scale, arguing that the adoption of navigation technologies has alienated many Inuit hunters from the traditional wayfinding skills they have depended on for thousands of years. Other studies have looked at the cognitive impact of navigation systems. For instance, Gardony et la. [93] conducted a lab-based simulation study and demonstrated that these devices may impair users’ ability to record information about the environment and their spatial orientation. The findings of this line of work inform this chapter’s research and design implications, specifically those related to the multifaceted relationships between a navigation technology, its user, and the environment.

2.3. Methods

Although catastrophic incidents associated with personal navigation technologies are sufficiently noteworthy to have been given a moniker – “Death by GPS” – no authoritative dataset of these incidents exists. The high stakes of these incidents make them worthy of study, but the lack of available data and relative rarity of these incidents make it difficult
to analyze them. Additionally, lab experiments or other simulations are not currently well-suited to this research area.

Fortunately, the domain of public health has significant experience studying phenomena with the same core properties as “Death by GPS” incidents, i.e. relatively rare phenomena of media interest for which no authoritative dataset is available and for which simulations are not currently tractable. Specifically, to examine these phenomena, researchers in this domain have followed a two-step pipeline: (1) build a corpus of news stories describing these incidents and (2) analyze the corpus using expert-led qualitative coding techniques. For example, in the absence of a national surveillance system for homicide-suicide in the United States, Malphurs and Cohen [196] collected and coded related news articles from 191 national newspapers to identify the number and subtypes of such incidents. This approach of relying on newspapers to summarize the characteristics of homicide-suicide incidents has also been applied in the Netherlands [185] and Italy [241]. Similarly, to study the collisions between wheelchairs and motor vehicles, a type of accident that is not distinguished in police reports, LaBan and Nabity [171] gathered 107 news articles using LexisNexis. They analyzed this corpus to understand gender incidence ratios, proportion of different types of motor vehicles, the time of incidents, and other characteristics of these incidents.

In our work, we adopt this approach from the public health literature. To do so, we first verified that no relevant authoritative dataset exists by contacting several local police departments and national agencies, including the Minneapolis Police Department (USA), the Aachen Police Department (Germany), National Transportation Safety Board (USA)
and National Highway Traffic Safety Administration (USA). We then implemented the pipeline from public health, using the process described in more detail below.

2.3.1. Phase 1: Corpus Development

One of the key challenges in the public health-based approach is gathering the corpus of news articles. Most prior work has relied on one of two methods: (1) an exhaustive search in the local newspaper of a specific study site (e.g. [27, 235]) or (2) unstructured but extensive querying of news search engines (e.g. [171, 196]). Since our work is not well-suited to a specific study site, we implemented a more robust version of the latter approach using best practices from communication studies for sampling news stories with minimal bias [173, 276].

The first step in this minimal bias sampling approach involves leveraging prior research in this space (i.e. the literature covered in the Related Work section) to seed a set of keywords, which is then grown using a variety of structured strategies (e.g. synonym generation). These keywords are then used to iteratively query a news database (in our case LexisNexis), with the set of keywords refined at each step. Achieving acceptable precision for one’s keywords is particularly important given that these databases often have strict limits on the total number of news stories that can be returned for a given query (e.g. LexisNexis’s is set to 1000 stories). We were able to achieve a precision of 40.8%, which is within acceptable parameters [276]. This left us with 408 articles that were related to catastrophic incidents associated with personal navigation technologies. We note that we restricted our search to stories published in 2010 or later to ensure that our findings are relevant to modern personal navigation technologies (e.g. smartphone map
apps) rather than early-generation devices. Additionally, due to language constraints with respect to the database and the coders, we only searched for stories written in English, a subject we cover in more detail in the limitation section.

Two challenges remained before we could begin the next stage of the pipeline. First, many of the articles were opinion columns about the “Death by GPS” phenomenon and did not describe specific incidents. Second, some incidents were described by two different journalists in two different publications. To remove these articles from our dataset, two researchers conducted an exhaustive search, reading each article and evaluating its validity for our study and matching duplicates (we kept the more detailed of any two stories on the same incident; disagreements were resolved through discussion).

In the end, we were left with a corpus that contains 158 news stories, each describing a unique catastrophic incident associated with personal navigation technologies. For replication purposes and for researchers who may want to apply this method in other contexts, we have included additional detail about how we implemented our corpus-building procedure in the documentation of our coded dataset. We also discuss the one minor change we had to make to the standard procedure to adapt it to the goals of our research project: we could not simply use the keywords from prior research on interaction with navigation technologies because these only focused on standard scenarios. As such, we used a slightly more iterative keyword generation method in which researchers identified keywords from small samples of actual relevant news stories.
2.3.2. Phase 2: Coding by Domain Experts

The second stage of the public health pipeline involves employing a relatively standard qualitative coding procedure with an important exception: coders are domain experts. This expertise enables coders to map properties of incidents reported in news articles to pre-existing topics in the literature of interest, or to new challenges when relevant. In our case, our two coders (members of our research team) had extensive expertise in both geography and HCI, the two fields most associated with our research questions. More specifically, each coder had both a Masters’ degree in geography or geoinformatics and a Masters’ degree in computer science (with a focus on HCI).

The specifics of the coding process were as follows: using a small seed corpus, knowledge of our research goals, and expertise in the research domain, our coders jointly established a series of coding dimensions. Next, using a random sample of 10 articles, the coders jointly developed a list of codes for each dimension and developed a corresponding codebook (this is included in our dataset). Both coders then evaluated a set of 40 overlapping articles to assess each dimension for interrater reliability. Importantly, when it was not possible to assess an article for a particular coding dimension, coders left the value blank.

The Cohen’s Kappa of coders’ results on all dimensions ranged from 0.69 to 0.95, which indicates “substantial agreement” [177]. Of particular note, we achieved a Cohen’s Kappa of 0.79 for the Technological Cause dimension, which is the basis for a set of key findings below. As the Cohen’s Kappa was sufficiently high for all dimensions, coders evaluated the remaining articles on an individual basis.
Beyond *Technological Cause*, other major coding dimensions that were considered included *Seriousness of the incident* (e.g., was death involved?), *Incident Type* (e.g., was it a single-vehicle collision? Did a vehicle get stranded?), *Weather*, *Road Surface* (e.g., was it on a dirt road or a paved road?), *Distraction* (i.e., was distraction explicitly noted as an issue in the article) and *Local Driver* (i.e., whether the driver lived in the area of the incident). A complete list of dimensions and their corresponding specific codes is included in our public dataset. For the major coding dimensions, coders were able to assign codes for over 90% of incidents with the exception of *Local Driver*, in which 37% of incidents could not be coded.

### 2.3.3. A Note for Interpreting Our Results

As described above, there is a consensus (e.g. [165, 171, 185, 196, 235, 241]) in the public health literature that when no authoritative data is available, the news article-based pipeline we employ here can provide valuable early insight about a phenomenon of interest. However, news article-derived data has its share of limitations, as is the case with many datasets considered in public health (e.g. even authoritative crime datasets have been criticized for potentially strong racial biases [238], an issue the computing community has been facing in association with predictive policing technologies [222]). To the best of our knowledge, our use of news article-derived data is novel to the HCI literature. As such, we believe that highlighting the known limitations of this type of data early is important so that our results can be interpreted in proper context.

The most significant limitation of news article-derived data is a risk of “newsworthiness” bias, or an overrepresentation of incidents that are in alignment with the incentive...
structures of news organizations. While at least one study has found no such bias (e.g. [235]), others have found newsworthiness bias to manifest as an overrepresentation of (1) accidental incidents (e.g. fewer suicides, more unusual events) or (2) more fatal incidents (e.g. more murders, fewer assaults) [85]. All incidents that we examine are accidental in nature, making the accidental bias less relevant [235, 85]. However, a potential bias towards fatal incidents is important to consider when examining our results below.

To minimize further risk of bias, we employ robust statistical tests when making comparisons between types of incidents. In most cases, we are able to simply use Pearson’s Chi-squared test of independence. However, in circumstances where the assumptions of Chi-squared distribution are violated due to relatively small sample size, we used a likelihood ratio G test of independence, a best practice suggested by [5, 206]. Bonferroni correction has been applied to all p-values reported in this chapter.

Newsworthiness bias mainly affects proportional results (i.e. comparisons between incident types), which are a small percentage of the results we present below. The bulk of our results are either qualitative descriptions of incidents or absolute values (e.g. raw counts of incidents of certain types). Our absolute results should be interpreted in the context of a limited understanding of the size of the incident population, i.e. we do not know what share of catastrophic incidents associated with personal navigation technologies are included in our news corpus. However, even if the incidents in our sample are close to the entire population, the aggregate devastation to blood and treasure of just these incidents make them worthy of analysis and discussion in the HCI literature, which
does not often examine such high-cost interactions with technology. In order to add additional context and further this discussion, we provide qualitative descriptions of incidents wherever space allows.

2.4. Results

In this section, we provide an overview of the major results that emerged from our coding process. In doing so, we seek to address our first research goal: characterizing patterns in catastrophic incidents associated with personal navigation technologies. We organize our thematic findings into two groups (1) themes in the basic properties of these incidents and (2) themes in the technological causes of these incidents. We discuss each group of findings in turn below.

2.4.1. Basic Properties

2.4.1.1. Many People Have Died in Incidents Associated with Personal Navigation Technologies. Table 2.1 shows the results of our coding for the Seriousness of the incidents with respect to human and financial cost. Clear in Table 2.1 is that navigation technologies have been associated with some truly tragic events: our corpus describes the deaths of 52 people in total, including two children. These deaths occurred across 45 incidents, or 28% of our corpus. Additionally, our corpus contains 23 incidents (15%) that resulted in significant bodily harm, but not death.

Although the proportion of fatal incidents in our corpus may be exaggerated due to the aforementioned newsworthiness bias, the absolute number of deaths (and injuries) associated with navigation technologies that we have identified is alarming. GPS devices,
Table 2.1. Distribution of the Seriousness of these 158 incidents.

<table>
<thead>
<tr>
<th>Seriousness of Incidents</th>
<th>#(% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major</td>
<td>67(43%)</td>
</tr>
<tr>
<td>Deaths</td>
<td>44(28%)</td>
</tr>
<tr>
<td>Injuries</td>
<td>23(15%)</td>
</tr>
<tr>
<td>Medium (e.g., property damage, legal consequences)</td>
<td>52(33%)</td>
</tr>
<tr>
<td>Low (e.g., significant detour)</td>
<td>39(25%)</td>
</tr>
</tbody>
</table>

Mobile maps, and other navigation technologies provide us with tremendous benefits, but these results indicate that they also have a set of costs that had not yet been systematically enumerated. These results also highlight the importance of better understanding catastrophic incidents like those studied here, as well as using this understanding to design safer technologies.

Table 2.1 also shows that “Death by GPS” is not the ideal term to describe incidents associated with navigation technologies that have serious implications. Over 50% of the incidents in our corpus did not involve death or significant injury, with the damage in these cases being primarily of a financial or other nature. Examples of these incidents include a group of skiers who intended to go to La Plagne, a famous ski resort in the Alps, but ended up arriving at Plagne, a town in southern France that is 715 km away (article #46). Another example involved five men who drove onto a nuclear power plant’s property at the behest of their navigation device and were suspected of terrorism (article #95).

2.4.1.2. The Most Common Incident Type is a Single-Vehicle Crash, but There is Substantial Incident Type Diversity. Table 2.2 depicts the results of our coding for Incident Type and shows that the most common type of incident in our corpus is
Types of Incidents

<table>
<thead>
<tr>
<th>Incident Type</th>
<th>#(#%     )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crashes</td>
<td>90(57%)</td>
</tr>
<tr>
<td>→ Single-vehicle collisions</td>
<td>51(32%)</td>
</tr>
<tr>
<td>→ Crashes with vehicles</td>
<td>26(17%)</td>
</tr>
<tr>
<td>→ Crashes with pedestrians/bikes</td>
<td>13(8%)</td>
</tr>
<tr>
<td>Stranded/stuck (e.g., in the wildness)</td>
<td>31(20%)</td>
</tr>
<tr>
<td>Significant detour (e.g., wrong addresses)</td>
<td>25(16%)</td>
</tr>
<tr>
<td>Wrong way (i.e., opposite side)</td>
<td>7(4%)</td>
</tr>
<tr>
<td>Trespass (e.g., violate space usage rules)</td>
<td>5(3%)</td>
</tr>
</tbody>
</table>

Table 2.2. Distribution of the Incident Types of these 158 incidents.

car crashes. However, the table also shows that crashes are far from the only type of incident we encountered. For instance, almost 20% of incidents resulted in cars being stranded in very rural areas and over 15% involved people going on substantial detours. We were also surprised by the number of reports (7) of people driving on the wrong side of the road for an extended distance. Such examples include a person who drove 48km on the wrong side of a highway after following her device’s instructions to enter the wrong freeway ramp (article #90) and a 37-year-old man who was caught driving the wrong way on an Australian highway for more than 10 km and attributed the error to his navigation device (article #12).

In Table 2.2, we also show subtypes of the Crashes incident type. We found that single-vehicle collisions comprised the majority of crashes (51 cases, 32% of overall incidents), with crashes with other vehicles (26 cases, 17%) and crashes with pedestrians and bikes (13 cases, 8%) making up the remainder of crash incidents. To understand single-vehicle collisions in more detail, we did an additional round of coding to identify more detailed themes (this was done by a single expert coder). Here we found that vehicles colliding with
buildings, walls, and guardrails due to excessively narrow roads were the most common type of single-vehicle incident. Crashing with low overhead bridges is another common occurrence in our corpus, with a diverse array of other objects in the environment being the subject of the remainder of the single-car crashes.

**Personal Navigation Technology-related Crashes Appear to Be Proportionally Different Than Typical Crashes**

To put the above results in context, we utilized The National Automotive Sampling System General Estimates System (NASS GES) dataset from the U.S. National Highway Traffic Safety Administration [83]. The NASS GES dataset contains a representative sample of vehicle crashes of all types as reported by police. While not directly comparable to our corpus, the NASS GES can provide a sense of whether personal navigation technology-related crashes are proportionally similar to the population of car crashes, or whether the role played by navigation technology manifests in different types of crash outcomes.

Our results suggest that the latter is the case: crashes associated with personal navigation technologies appear to be different in type relative to typical crashes. For instance, only 15% of car crashes in the NASS GES dataset are single-vehicle collisions, whereas the same type accounts for 58% of crashes in our corpus (Table 2.2). Moreover, crashes associated with building/walls/guardrails and overhead bridges are much less common in the NASS GES dataset, comprising less than 2% of crashes overall, while in our corpus they account for 42% of all crashes. Among other implications, this result provides further evidence that simply adopting standard recommendations from traditional traffic
safety research will not be able to address the safety concerns associated with personal navigation technologies.

2.4.1.3. Unfamiliarity with One’s Surroundings Plays a Key Role. A substantial percentage of the incidents in our corpus occurred when users of personal navigation technologies were outside of their home region. Specifically, 78% percent of the incidents involved non-locals and only 22% percent involved locals. Some examples of incidents involving non-locals include one story in which a person drove her car into a swamp (article #23). The driver was quoted as saying “This was the road it told me to take . . . I don’t know the area at all, so I just thought it was oka”. Another incident consisted of a driver hitting and killing a pedestrian, with the corresponding news article reporting that “the driver was unfamiliar with the area and was adjusting her GPS navigational syste” (article #71).

While the use of navigation technologies likely increases outside of one’s home region, this result does suggest that user interfaces for navigation technologies may want to encourage more caution and support users in different ways when they are in their home region and when they are traveling. We discuss these implications for design in more detail below.

2.4.1.4. Distraction Leads to More Serious Incidents. We identified a significant association between our Distraction coding dimension and our Seriousness dimension, with distraction leading to many deadly incidents ($\chi^2(2)=19.2$, $p<.05$). Examining the 21 deadly incidents that involved distraction in more detail, we found that in five cases, people were using non-critical features of their navigation device. For instance, a driver
killed a cyclist while “using the zoom-in function” (article #33) and another driver from Springfield injured a bicyclist while “looking for place to eat on GPS” (article #40).

2.4.1.5. Stranding Risk Increases with Dirt Roads, Bad Weather, and Especially Both at the Same Time. We observed significant associations between our Road Surface coding dimension and our Incident Type dimension. In particular, if vehicles were traveling on a dirt road, there were more than the expected number of stranding incidents ($G^2(12)=53.0, p < .05$). This was especially the case when weather was a factor. Examples include a medical student from Quebec who followed GPS and got stranded on a logging road for three days in the snow (article #4) and a British couple and their children who were stranded for four days on an unsealed road that was made muddy by torrential rain (article #115). Interestingly, the latter family thought that their in-car GPS device was suggesting a significant shortcut and followed its instructions as a result, a point we return to later.

More generally, we found significant interaction between disaster type dimension and the weather dimension ($G^2(4)=21.1, p < .05$). Specifically, there are more than the expected number of stranding incidents under severe weather, as one might anticipate.

2.4.2. Technological Causes

Table 2.3 shows the results of our coders assessing each article for its Technological Cause. In this section, we discuss the themes in the distribution of these results, as well as the findings from a more detailed coding that we conducted to understand important trends.

2.4.2.1. Attributes that are Missing or Incorrect Are a Major Problem. Geographic information, like that which is used in routing for personal navigation technologies,
Table 2.3. Distribution of Technological Cause. Note: The # does not add up to 158 because coders did not enter a code when there was not enough information in given news story to make a certain type of assessment.

<table>
<thead>
<tr>
<th>Technological Causes</th>
<th>#(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing or incorrect attributes</td>
<td>64(53%)</td>
</tr>
<tr>
<td>→ Physical attributes of the road (e.g., road surface)</td>
<td>30(25%)</td>
</tr>
<tr>
<td>→ Clearance height</td>
<td>17(14%)</td>
</tr>
<tr>
<td>→ Traffic rules (e.g., no left turn)</td>
<td>5(4%)</td>
</tr>
<tr>
<td>→ Temporary blockage</td>
<td>3(3%)</td>
</tr>
<tr>
<td>→ Ferry line as road</td>
<td>3(3%)</td>
</tr>
<tr>
<td>→ Geopolitical boundary (e.g., country border)</td>
<td>2(2%)</td>
</tr>
<tr>
<td>→ Private area</td>
<td>2(2%)</td>
</tr>
<tr>
<td>→ Bridge limitation</td>
<td>2(2%)</td>
</tr>
<tr>
<td>Non-transparent/wrong route preference</td>
<td>18(16%)</td>
</tr>
<tr>
<td>Instructions/visualizations</td>
<td>18(16%)</td>
</tr>
<tr>
<td>Incorrect toponym disambiguation (i.e. Salem, MA vs. Salem, OR)</td>
<td>8(7%)</td>
</tr>
<tr>
<td>Geocoding</td>
<td>7(6%)</td>
</tr>
<tr>
<td>Missing and incorrect geographic objects</td>
<td>5(4%)</td>
</tr>
</tbody>
</table>

consists of two components: spatial information and attributes of that spatial information [101]. Broadly speaking, in a routing context, the spatial information is the location of a road and the attributes consist of key properties of the road (e.g. the speed limit).

Our results in Table 2.3 suggest that missing and incorrect attributes play a major role in the catastrophic incidents in our corpus, being in part responsible for 64 (53%) of these incidents. To better understand the types of attributes involved, one expert conducted a second round of coding to determine the types of attributes that were most often missing or incorrect and the results are also included in Table 2.3. The physical characteristics of the road (e.g. width, surface) (30 incidents) and clearance height (17 incidents) were by
far the most common type of attributes that were missing or incorrect. Indeed, stories about routing algorithms neglecting the road characteristics and the heights of overpasses are pervasive in our corpus. For example, as noted above, failure to incorporate road surface information led multiple sedans to be stranded on unpaved roads (often in a very dangerous fashion) (e.g. article #4, #115) and multiple trucks ran into serious trouble due to low-clearance roads (e.g., article #6, #34, #36). Indeed, we found trucks were more susceptible to suffer from attribute related issues due to this problem as evidenced by the significant interaction between our Vehicle Type coding dimension and the Technological Cause dimension ($G^2(15)=67.4$, $p < .05$).

Another theme present in the attribute types in Table 2.3 is the notion of “space usage rules” (SURs) [246], or regulations associated with the use of a certain area (in this case, a road). For instance, in one incident, a truck that traveled on truck-prohibited road killed a father and a daughter in a sedan (article #27). In another, an in-car GPS device guided a driver up a private driveway, and the driver ended up in a physical confrontation with the owners of the property (article #102).

2.4.2.2. Cartographic and Audio Instructions Are Not Capable of Handling Complex Geographic Contexts. Table 2.3 shows that almost 15 percent of our incidents involved an issue with routing guidance, either in visual (cartographic) or audio form. Past work on the use of GPS devices in standard scenarios identified that excessive instructions are a significant problem with GPS usability [7, 44]. While we did observe this problem in our corpus, many of the incidents given this code by our experts related to a different issue: the inability of the personal navigation technology to help drivers navigate complex geographic contexts.
Figure 2.1. A Google Street View image depicting the complex geography of the location of the incident in article 146.

For example, in one story in our corpus, a person who was driving at night was faced with a freeway on-ramp that was immediately parallel to a railroad track (article #146). Figure 2.1 shows a Street View image of the exact location of the incident. When the driver’s navigation device asked him to turn right, the driver turned onto the railroad tracks as the instructions were ambiguous. Ten kilometers later, the driver’s car was destroyed by an oncoming train, but fortunately the driver survived by jumping out of the car. Similarly, article #66 tells a tragic story in which a bicyclist was hit by a driver who ignored a “Yield” sign at a non-typical intersection because the driver’s navigation device screen simply instructed her to “go straight”. Wrong-way driving was particularly (and significantly; $G^2(24)=100.1, p <.05$) associated with cartographic and navigation instruction issues, and complex geographies were common in these cases. For instance, one report in our corpus (article #39) describes the story of a driver who followed her
navigation device’s instructions to “take the first left turn” at a roundabout. However, the actual first left turn (not the first legal left turn) was the exit ramp of a freeway, and the driver – who was on the road at night – entered the freeway driving in the wrong direction. This driver sadly lost her life.

2.4.2.3. Standard Scenarios versus Catastrophic Incidents. As noted above, past work has done a rigorous job of identifying and categorizing problems encountered by users of personal navigation technologies in standard usage scenarios. While the issues discussed above have not been highlighted in prior work, one additional contribution of the results in Table 2.3 is to add gravity to many of the previously identified issues. For instance, in a study of challenges encountered in standard GPS device usage, Brown and Laurier [44] found that route preferences, out-of-date spatial data, the timing of navigation guidance, and positioning errors were key sources of user frustration. Some of these issues appear in Table 2.3, meaning that they were in part responsible for a number of catastrophic incidents in addition to more everyday usability issues.

Of particular note are Brown and Laurier’s findings with respect to route preference. Route preference issues played a role in 15% of the news stories in our corpus, indicating they are a significant issue in catastrophic incidents as well as everyday usage scenarios. However, the route selection issues present in our corpus are of a substantially different character than those identified by Brown and Laurier. Specifically, while participants in Brown and Laurier’s study wanted more route choice, people in our corpus were given too many choices (i.e. at least one was dangerous). For example, in one incident a Canadian couple got lost in rural Nevada after selecting the “shortest path” route option suggested by their navigation device, which included a little-maintained road. They were stranded
in Nevada for 49 days, during which time the husband sadly lost his life (article #9). We return to this case and the issue of strict “shortest path” routing and route selection in the implications section.

With respect to prior work, it is also interesting to examine Table 2.3 for what is not common or present at all in our corpus. It appears that some issues with everyday use of navigation technologies do not play a role in catastrophic incidents associated with these technologies. For instance, positioning inaccuracies and the lack of adaptability to intentional “detour” were the sources of major usability challenges in the work of Brown and Laurier. However, neither appeared in our corpus. Similarly, missing spatial data was not a major issue in our corpus – it played a role in only 5% of incidents – but has been identified as a significant issue in standard usage scenarios. For catastrophic incidents, the issue appears to be attributes rather than the spatial data itself, a subject we discuss immediately below.

### 2.5. Implications for Research and Design

In this section, we turn our attention to our second research goal: helping to identify solutions to the problems we found in our results section by enumerating a series of implications for both research and design. Some of these implications suggest improvements to the design of existing systems, while other present important new challenges for the GeoHCI research community. We have organized these implications into two high-level categories corresponding to two broad areas of the GeoHCI research space: implications related to spatial computing (e.g. routing algorithms, missing attributes) and implications related user interaction issues.
2.5.1. Spatial Computing Implications

2.5.1.1. Geometries without Attributes Can Be Dangerous. A major finding above is that missing attributes play a substantial role in the catastrophic incidents in our corpus. This suggests that road network geometries may be “getting ahead” of the corresponding attributes. That is, data providers are adding road segments to their networks faster than they are adding the attributes to those segments that are necessary to facilitate safe routing.

These results suggest that data providers may not want to integrate road segments into their networks unless those segments have high-quality data for a core set of attributes. Based on our findings, these attributes should include the type of the road (e.g. dirt, asphalt) and the clearance height of the road (as defined by any overpasses, tunnels, and other obstacles) at minimum.

2.5.1.2. Incorporate Vehicle Type into Routing Decisions. Even when high-quality attributes are included, however, they must be used intelligently by routing algorithms. Returning to Table 2.3, a key theme emerges in this respect: many of the incidents included in this table could have been prevented if routing algorithms can understand the limitations of the vehicle that they are routing. For instance, it is often not safe for sedans to drive down rough country roads, and trucks should not drive down roads with low clearance heights. Coupled with good coverage of attributes, incorporating vehicle type information would be a straightforward and effective way to maintain good coverage of possible routes (e.g. allowing SUVs to drive down rough country roads), while at the same time increasing safety.
2.5.1.3. Extend Space Usage Rule Mapping Efforts to Road Networks. We identified that the lack of space usage rules (i.e. usage regulations) is a common missing attribute associated with the catastrophic incidents in our corpus. Space usage rules (SURs) have been a topic of growing interest in the GeoHCI research community in the past few years (e.g., [132, 246, 268]), but this literature has focused on mapping rules associated with regions rather than roads. For example, a common research challenge in SUR mapping is identifying regions in which smoking is legal or illegal [246].

Our research suggests that more effort should be spent on the identification of SURs for road networks. In particular, improving data related to the maximum clearance of roads, whether roads are public or private, and improved recognition of traffic rules are particularly important. Fortunately, unlike many SUR mapping challenges that require multifaceted approaches (e.g. natural language processing, crowdsourcing), it is likely that much of the work here can be done using computer vision (CV) approaches. The automated detection of traffic rules in this fashion is already underway [21]. It is likely that private property signs would present unique challenges for CV algorithms due to their diversity, but this is a contained problem that can likely be at least partially addressed with current state-of-the-art CV techniques.

2.5.1.4. Weather Information Matters for Routing. Our results suggest that routing algorithms should consider weather information when generating routes, and should do so in concert with vehicle type information. A substantial number of the stranding incidents in our corpus would have been avoided with relatively straightforward weather-and vehicle-aware routing approaches. For instance, if it has rained 20 centimeters in the past day, routing algorithms should not send drivers of sedans down dirt roads. Similarly,
if it has snowed 20 centimeters and it has stayed below freezing, routing algorithms should recommend that sedan drivers stick to main thoroughfares, which are plowed more quickly and more often (and should perhaps consider increasingly available information in many cities about which roads have been plowed since the last major snow).

2.5.1.5. Unintended Consequences of Map Matching. We observed in our corpus that map matching techniques [107] can backfire. These techniques are designed to mitigate GPS noise by “snapping” vehicle locations to the closest road network geometry. However, they were likely involved in the three incidents in which a person drove on a train track parallel to a road (article #17, #32, #116) and also a few incidents in which people drove on the wrong side of the divided road (e.g. article #12, #90) (all cases happened in evening). In these cases, map matching algorithms likely “snapped” the driver’s position to the nearest or the correct side of the road, making the driver believe that they were on right track (which may be difficult to assess at night).

Although more work is needed to understand this issue in detail, one potential improvement is to make map matching algorithms more error-sensitive in situations in which the distance between geometries is smaller than the error tolerance. Specifically, when an algorithm notices that there are multiple parallel linear geometries (e.g. a divided highway or a railroad parallel to a road), it can reduce the tolerance of its map matching radius. When observing a small, persistent mismatch for a short period, GPS devices could immediately prompt users about this mismatch and ask the driver to look at the environment to confirm that the vehicle is on a legal road.
2.5.2. User Interaction Implications

2.5.2.1. Route Preference Must Be Accompanied with Adequate Information to Make an Educated Choice. Past research on the use of navigation technology in standard scenarios has advocated for providing greater route preference for users. Our results suggest that this preference must be accompanied with adequate information for users to make safe decisions. Current navigation devices often offer multiple routing preferences such as “fastest”, “shortest”, or “eco mode”. At the very least, these technologies should warn users that certain choice may involve traversing unsafe territory, as was the case with the Canadian couple that chose the “shortest path” through Nevada without understanding the consequences of doing so.

As mentioned above, in addition to the usability problem of excessive instructions with bad timing found by previous studies, we identified a new type of guidance-related problem: instructions that are too simple for the spatial decisions that the user has to make. Two research challenges emerge from this issue: (1) automatically detecting complex geographies and (2) developing interfaces to better support users in these contexts. With regard to the first challenge, public crash datasets (e.g. [83]) can provide ground truth information to help develop regression models that assess the complexity of a routing context based on the topology of the surrounding road network (and likely other information, such as railroads). The second challenge might be at least partially addressed through the use of image-based navigation, i.e. by annotating Street View imagery with arrows and labels. Image-based navigation is known to have benefits over most other approaches [293] but needs to be updated frequently to reflect any potential changes in the environment.
2.5.2.2. Local Mode and Non-Local Mode. Our results suggest that non-local drivers are at substantially greater risk for catastrophic incidents associated with navigation technologies than local drivers. These findings advocate for the development of customized features for each of these populations, i.e. a “local mode” and a “non-local mode”. For instance, neuroscience research has shown that more attention is required when driving in an unfamiliar environment [193]. As such, designers should investigate strategies for reducing interaction with drivers when drivers are outside their home region(s). Additionally, routing algorithms could provide non-local drivers with an “easiest” route that prioritizes highways and avoids complex intersections to minimize the turn-by-turn instructions and general information load. Similarly, GPS devices could disable non-essential functionality (e.g., searching for local restaurants) while in unfamiliar territory and re-enable those functions only when drivers come to a complete stop (or return to their home areas).

2.6. Discussion

In this chapter, we provided the first characterization of the patterns in catastrophic incidents associated with the use of personal navigation technologies. We have also outlined a series of implications for design and research that emerge from these patterns. Below, we highlight several discussion points associated with this research.

First, it is interesting to reflect on the design implications in the context of automated vehicles. Some of the implications will clearly become moot if a human is not behind the wheel (e.g. those related to improved instructions), as will be the case for many of the core functionalities of navigation devices [28]. However, other implications may become significantly more important. For instance, adding attribute information to
geometries, improving understanding of space usage rules and incorporating weather information will be critical to helping automated cars avoid dangerous navigation decisions. The same would likely apply in the nearer term with semi-automated cars, as recent work suggests that there may be excessive deference to automated routing approaches given the attentional challenges of partial automation [48]. Similarly, the research community has pointed out the need to keep drivers engaged when behind the wheel of a mostly-automated vehicle. Prompting users in the case of persistent map matching issues and engaging them in other difficult navigation-related tasks may be one way to accomplish this goal.

Second, the news article-based pipeline we use here may be able to help HCI researchers examine other difficult-to-study phenomena. As noted above, our public health-based approach is best suited to phenomena that share three properties: (1) no authoritative dataset is available, (2) instances are too rare to observe in large numbers in the wild and cannot be replicated in a lab setting, and (3) instances are frequently covered by journalists. Some additional HCI phenomena that share these properties include criminal events in the sharing economy and safety concerns related to location-based games like Pokémon GO [61]. To make it easier for researchers to employ our methodology, we have provided a step-by-step description of our approach in the documentation that is included with our coded dataset.

It is important to note that our coded dataset contains much more data than we could fully describe in this chapter. While we have highlighted what we as researchers in the geographic HCI domain believe to be the most important themes in our results, other researchers may benefit from examining our data from a different perspective. One
particularly interesting avenue of exploration that we are working to investigate is using the spatial locations of each incident (available in the dataset) to try to develop predictive models of the types of areas in which the use of navigation technologies might be particularly risky.

While we believe it is important for the HCI community to examine and learn from catastrophic incidents associated with the use of computing technologies, it is also important to put the relative incidence of these catastrophes in context. While we identified that GPS devices and related technologies played a role in at 158 catastrophic incidents involving 52 deaths, these technologies have also likely played a role in saving the lives of many people (e.g. guiding people to emergency resources, preventing people from getting lost). With this in mind, the design and research suggestions we make above are careful to be augmentative of existing navigation technology functionality rather than substantially altering current functionality.

2.6.0.1. Limitations. In addition to the drawbacks of the news article-based pipeline discussed above, our work is also subject to several additional limitations. For instance, while our incident corpus is the first agglomeration of its type of any scale, future work should seek to increase this size by either finding more news stories or collecting data on incidents that are not reported in the news. With respect to identifying unreported incidents, crowdsourcing has been proven effective for building databases of technology failures in the domain of aviation [35]. This may be an approach that is feasible in this domain as well. Similarly, a related limitation of our dataset is that it that 97% of our articles came from either the U.S., the U.K., Canada, New Zealand, or Australia (due to
the focus on English articles). It is reasonable to assume that patterns in other countries might be different, and future work should examine these patterns.

The issue of survivor bias should also be considered. It is likely that navigation technologies have played a role in a significant number of deadly accidents for which there was no witness or exogenous information to identify the role of the technology (the 44 deadly incidents considered here had one or both of these). Interestingly, survivor bias could counteract the fatality bias discussed above.

2.7. Conclusion

In this chapter, we have extended prior work on user interaction with navigation technologies to consider catastrophic incidents associated with these technologies. We have characterized key patterns that exist in these incidents and enumerated implications for research and design that emerge from these patterns. This research increases our understanding of how the navigation technologies that we design cause serious harm, as well as provides a path towards developing safer navigation technologies.
CHAPTER 3
Mitigating the Risks of Personal Navigation Systems by Adding
Road Safety Awareness

Note: The work in this chapter was submitted to MobileHCI 2020 but was rejected. The
reviewers did not question validity of the methodology or the results but maintained that
the topic of this work is unfit for MobileHCI. Necessary modifications have been made to
situate the original content in the context of this thesis. Special thanks to Runsheng Xu, a
previous master student of Computer Science at Northwestern University who contributed
significantly to the design and implementation of the machine learning experiments in this
chapter.

3.1. Transition

Work in Chapter 2 analyzed the catastrophic incidents related to the use personal
navigation systems and identified a series of technological causes. Chapter 3 begins the
process of addressing of these technological causes. In particular, Chapter 3 focuses on
one of the most prominent technological causes - many road-safety related attributes are
missing or incorrect in personal navigation systems. In other words, personal navigation
systems are not aware of if the roads they routed users unto are safe or not. As such,
work in Chapter 3 takes the first step towards adding road-safety-awareness into personal
navigation systems.
3.2. Introduction

While reliable in most cases, personal navigation technologies (e.g., Google Maps) occasionally route drivers to dangerous roads, resulting in catastrophic incidents [48]. As we just mentioned, work in Chapter 2 identified 47 catastrophic incidents in which navigation systems directed drivers to unpaved roads, narrow lanes, and roads with low clearance, causing drivers to get stranded, to crash with roadside objects, and to hit overpasses. In these incidents, drivers bore financial losses, suffered severe injuries, and, in extreme cases, lost their lives.

One key reason behind these catastrophic incidents is that personal navigation systems usually lack road safety information and thus assume all roads are equally safe [187]. As such, navigation systems might generate routes that prioritize other parameters such as travel time over travel safety, resulting in short-yet-dangerous routes. Indeed, many short-yet-dangerous route recommendations that potentially lead to crashes can be found on Google Maps, the most popular personal navigation system used by over 50 million people every day [18]. For instance, Figure 3.1 compares two routes with the same origins and destinations generated by Google Maps in a rural area of Hungary. Without road safety information, Google Maps recommended a route that is faster but more dangerous (highlighted). The roads on this route are narrow and poorly surfaced, which, according to transportation research [29], are more dangerous for drivers. In comparison, the alternative route (gray) is slower but safer - it passes through roads that are wide and well-maintained.
Figure 3.1. Without road safety information, Google Maps recommended a faster but more dangerous route (highlighted). By contrast, the alternative route (grey) is slower but safer. Images are from Google Maps and Google StreetView.

To help navigation systems generate safer routes for drivers, we sought to begin the process of adding road safety awareness into personal navigation devices. We accomplished this goal in two stages. First, we developed a straightforward road safety definition that personal navigation systems can easily understand by adapting well-established
safety standards from transportation studies. Specifically, we focused on the Star Ratings standard from International Road Assessment Programme (iRAP), which gives a single measure of the "built-in" safety for every 100-meter road segment (i.e., safety measured by a road design alone) [143]. Based on the Star Ratings standard, we created a straightforward binary definition for high-risk roads and safe roads, which navigation systems can smoothly incorporate.

In the second stage of our work, we utilized machine learning to produce large-scale predictions using our binary road safety definition. Although the road safety labels we defined can be directly converted from the Star Ratings scores, existing Star Ratings scores only cover a small percentage of roads, which is insufficient for navigation systems. To increase the coverage of road safety labels, we developed a classifier that automatically predicts high-risk roads and safe roads. Our classifier relied on a key insight: many road attributes that are highly relevant to road safety are with open access and can be used as features to predict the road safety labels. Leveraging open data from geographic peer-production projects and government transportation agencies as features, we built and tested our road safety classifier with straightforward machine learning algorithms in four different countries (Greece, Slovenia, Croatia, and the Netherlands). Our results show that our model achieved useful performance, consistently outperforming baseline approaches.

We continue below with an overview of related work, followed by a description of our road safety definition in the context of navigation systems. We then describe the construction and evaluation of our road safety classifier, which predicts the road safety labels according to our definition. Finally, we discuss how our road safety classifier may
be extended to regions beyond the four countries studied in this chapter, and how road safety awareness can enable new technology designs that significantly enhance the safety of drivers who use navigation systems.

3.3. Related Work

3.3.1. Risks Associated with Navigation Systems

Many HCI studies have investigated the risks associated with personal navigation devices. While early work primarily focused on identifying (e.g., [169, 19, 145]) and addressing (e.g., [282, 25, 232]) risks related to distraction introduced by the navigation systems, recent studies have highlighted other types of risks, including the risks of recommending unsafe routes. Most notably, Lin et al. [187] analyzed 158 catastrophic incidents associated with personal navigation systems and found that 47, or about 1/3 of the events they collected, were attributed to dangerous routes recommended by the navigation systems. For example, Lin and colleagues found that personal navigation systems sometimes routed drivers through roads that are unpaved, narrow, or with low clearance, causing vehicles to get stranded, to crash with roadside objects, or to hit overpasses. Furthermore, Lin et al. also highlighted a set of road attributes, including road surface, lane width, and vertical clearance, that are critical for navigation systems to consider in order to generate safe routes for drivers.

Our work has a twofold relationship with the work by Lin et al. First, our work directly addressed the risks associated with dangerous routes identified in their work by adding road safety awareness into navigation systems. Second, as we show later, the road
attributes that Lin et al. recognized as critical to road safety informed how we defined and predicted road safety for navigation systems.

3.3.2. Computational Approaches to Road Safety Assessment

Various sub-fields of computer science have worked to automate aspects of road safety assessment. One popular approach is the image-based approach, which applies computer vision techniques on road images to estimate individual road features needed for safety assessment \cite{161, 188, 304}. Our work is most directly motivated by Song et al. \cite{269}, who applied convolutional neural networks and multi-task learning to automate the Star Ratings road assessment. By analyzing street-level panorama images, their system can estimate a variety of road safety features such as lane width, number of lanes, and road curvature, and can predict the overall safety score defined in Star Ratings standard. Although our work is not directly comparable to Song et al. due to data licensing issues and different problem formulations, these two sets of results together highlight the potential to combine imagery and crowdsourced data for even better road risk prediction in the future (we return to this point in Discussion).

3.4. Defining Road Safety for Navigation Systems

In this section, we detail how we defined road safety for navigation purposes. We first describe how we selected an appropriate safety standard from transportation studies and then explain how we simplified this standard to create a straightforward definition that navigation systems can easily understand.
Road safety standards developed by transportation researchers can be broadly classified into two types. The first type of standard is based on crash statistics (e.g., [262, 6, 111]), which computes a road safety score as the ratio of the number of crashes to some measure of exposure such as the population in a region. The second type of standard is road attribute-based (e.g., [117, 143]) and computes the road safety score as a polynomial of many design attributes of the roads, including but not limited to width, surface, and vertical clearance.

We selected the most widely used road attribute-based standard - the Star Ratings standard [143] - as the basis for our road safety definition because this standard is particularly appropriate for the context of navigation systems. Proposed and maintained by the International Road Assessment Programme (iRAP) 1, the Star Ratings standard has been partially implemented in more than 100 countries around the world. The Star Ratings standard calculates a single score ranging from 1-star (most dangerous) to 5-star (safest) using a formula that involves an extensive list of safety-related road design attributes. The Star Ratings standard is particularly attractive to our purpose because its definition incorporates all road attributes that Lin et al. identified as the major contributors to GPS-related catastrophic incidents [187], such as width, surface, and vertical clearance of the roads.

However, Star Ratings standard can not be directly used by navigation systems because the five-star systems are difficult to interpret for navigation purposes. As a standard created for transportation studies, one of the main purposes of the Star Ratings is to offer detailed and accurate information to evaluate the cost of road improvement projects.

1https://www.irap.org/
As such, while the five-star system in the Star Ratings is perfect for differentiating the amounts of money required for the road improvement projects, it does not offer interpretations about which roads are desirable for drivers to travel - a critical piece of information for navigation systems.

To address the lack of interpretability issues, we simplified the Star Ratings standard to create our road safety definition. Among the five levels in the Star Ratings system, the three-star level is a critical threshold. Most notably, three-star is considered as an economical criterion to ensure a desirable safety level by iRAP \[143\] and has been adopted by the World Bank and other government agencies as a requirement for the roads construction projects \[223\] around the world. In other words, roads with three stars and above are considered to have reached the minimum safety for traveling purposes.

Leveraging this critical threshold, we collapsed the five-star system in the Star Ratings into two classes and created the following binary definitions for road safety:

- **Safe roads**: road segments with three stars and above
- **High-risk roads**: road segments with one or two stars.

### 3.5. Predicting Road Safety

Using the above binary definition of road safety, it is trivial to convert the existing Star Ratings data into road safety labels. However, the resulting road safety labels have one significant limitation - they do not cover road segments without existing Star Rating scores. In fact, due to the high implementation cost of the Star Ratings standard which requires manually labeling road design attributes from images of the road, the existing Star Ratings scores are extremely sparse. For example, according to iRAP’s official statistics
even in regions that have the best implementation such as Europe, only an average of 5.4% of road segments are rated with Star Ratings scores. As such, any binary road safety labels generated from these Star Ratings scores do not have sufficient coverage for personal navigation technologies.

To scale up the coverage of our road safety labels, we proposed and evaluated a machine learning-based road safety classifier that automatically predicts our binary road safety labels for road segments. As such, the structure of this section follows the best practices of applied machine learning research (e.g., [49, 53, 9]). We first define the feature set used in our road safety classifier. We then summarize how we collected the ground truth datasets, including both the features and the road safety labels, and highlight the unique characteristics of these data. Finally, we detail the training and evaluation strategies and find that our classifier achieves useful performances that outperform the baseline approaches.

3.5.1. Feature Definitions

Our road safety classifier is only as powerful as the features it leverages. Our choice of features is grounded in well-established theories from transportation studies that demonstrated these features’ high relevance to road safety. In addition, to facilitate other researchers to replicate our results and leverage our approach, we purposeful only selected features that come from two publicly accessible sources - geographic peer-production projects and government transportation agencies.

3.5.1.1. OpenStreetMap Features. The most important features used in our road safety classifier are the features from OpenStreetMap (OSM). As known as the "Wikipedia
of maps” [63], OpenStreetMap is a highly successful geographic peer-production project in which volunteers gather to produce free and accurate data for all geographic entities, including roads, for the entire world. Geographic data from OSM have been widely used in a variety of commercial-level map products such as Bing Maps and Facebook Live Maps [64].

The 12 OSM features we selected, shown in the top section of Table 3.1, can be broadly classified into two categories. The first category includes the OSM data that directly map to road attributes used in the Star Ratings standard. Because our road safety label is defined based on the Star Rating standard, we hypothesized that these OSM features would be highly relevant to our road safety labels. We manually checked the definitions of over 100 road attributes defined by OSM community [62] and identified eight such OSM features such as maximum speed, road surface, and road lighting condition.

The second category of OSM features that our road safety classifier used characterizes the accessibility from the location of a road segment. Accessibility in transportation planning describes how easy it is to reach other areas from a given location [191]. We selected features about accessibility because prior research in transportation studies has established that places with lower accessibility are associated with poorer road safety [114, 13, 224]. In this work, we focused on accessibility metrics that solely depend on roads’ topological structure. Specifically, we used isochrones, which show the area a person can reach from a given location within a given period [225]. We computed the 15-minute isochrone from the midpoint of the road segment and included the area of the isochrone, the total population within the isochrone, and the reach factor (detailed in Table 3.1) as our features.
3.5.1.2. Traffic Statistics Features. In addition to features from OSM, we also included traffic statistics as features. We do so because prior research in transportation studies found that traffic statistics, such as the operating speed and traffic volume, are highly correlated to road safety \cite{100}. The bottom section of Table 3.1 details the traffic statistics features, including annual average daily traffic, the mean operating speed of cars, the 85\% operating speed of cars.

However, compared with the OSM features, traffic statistics features suffered from a major drawback. While OSM data around the world are accessible through a centralized repository maintained by the OSM community \footnote{https://wiki.openstreetmap.org/wiki/Downloading_data}, the accessibility of traffic statistics highly varies - local and national government agencies make own decision on whether to publish the data or not.

We took this ecological validity concern into account when designing our machine learning experiments. Specifically, we trained and evaluated two versions of our classifier - one with all features and the other with OSM features only - in order to gain a comprehensive understanding of the ecological validity of our model. As we show later, parsimonious models with only OSM features performed almost as good as the models trained on all features, highlighting that our model is robust in areas where traffic statistics are unavailable.

3.5.2. Ground Truth Datasets

3.5.2.1. Building Ground Truth Datasets. We prepared four ground truth datasets, each representing a sample of road segments from the following four countries - Croatia,
<table>
<thead>
<tr>
<th>Source</th>
<th>Feature Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSM Features</td>
<td>highway</td>
<td>one-hot encoding indicating the type of the road</td>
</tr>
<tr>
<td></td>
<td>oneway</td>
<td>a binary value of whether this road segment is one way</td>
</tr>
<tr>
<td></td>
<td>maxspeed</td>
<td>an integer for the maximum speed of this segment</td>
</tr>
<tr>
<td></td>
<td>surface</td>
<td>one-hot encoding of the surface material</td>
</tr>
<tr>
<td></td>
<td>smoothness</td>
<td>an integer for road surface quality level</td>
</tr>
<tr>
<td></td>
<td>lit</td>
<td>a binary value of whether street lights equipped</td>
</tr>
<tr>
<td></td>
<td>bridge</td>
<td>a binary value of whether there is a bridge above or below this road segment</td>
</tr>
<tr>
<td></td>
<td>lanes</td>
<td>an integer for the number of lanes</td>
</tr>
<tr>
<td></td>
<td>nodes</td>
<td>an integer for the number of nodes nearby the road segment</td>
</tr>
<tr>
<td></td>
<td>iso area</td>
<td>a float value of the area of isochrone</td>
</tr>
<tr>
<td></td>
<td>reach factor</td>
<td>a float value that measures the complexity of the road network around this road segment [108]</td>
</tr>
<tr>
<td></td>
<td>totpop</td>
<td>an integer for the population covered by the isochrone</td>
</tr>
<tr>
<td>Traffic Statistics Features</td>
<td>direction</td>
<td>the driving direction of this segment</td>
</tr>
<tr>
<td></td>
<td>aadt</td>
<td>an integer for the annual average daily traffic of the road segment</td>
</tr>
<tr>
<td></td>
<td>mean speed of cars</td>
<td>an integer for vehicle mean operating speed</td>
</tr>
<tr>
<td></td>
<td>85% speed of cars</td>
<td>an integer for the vehicle 85th percentile</td>
</tr>
</tbody>
</table>

Table 3.1. Features for our road safety classifier

Slovenia, Greece, and the Netherlands. As we show later, these four countries were selected because they represent countries with relatively different OSM feature qualities. By conducting experiments on ground truth datasets with varying feature qualities, we gain a deeper understanding of how well our road safety classifier will generalize to other regions.

To build these four ground truth datasets, we first generated binary road safety labels. To do so, we downloaded the existing Star Ratings data in these four countries, including both the coordinates of the road segments and the Star Rating scores of these road segments, from iRAP website [143]. We then converted these Star Rating scores to binary road safety labels.
Table 3.2. The summary statistics for road safety class labels in four ground truth datasets. Our statistics show that two road safety classes are highly imbalanced. (HR: Croatia; GR: Greece; SL: Slovenia; NL: The Netherlands)

<table>
<thead>
<tr>
<th>Class</th>
<th>HR</th>
<th>GR</th>
<th>SL</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-risk</td>
<td>11.71%</td>
<td>8.39%</td>
<td>16.31%</td>
<td>8.00%</td>
</tr>
<tr>
<td>Safe</td>
<td>88.29%</td>
<td>91.61%</td>
<td>83.69%</td>
<td>92.00%</td>
</tr>
<tr>
<td>Total</td>
<td>6320</td>
<td>41582</td>
<td>22873</td>
<td>55985</td>
</tr>
</tbody>
</table>

Table 3.3. The missing values rates for OSM features. Features that are not shown in the table do not have missing values problem. Our statistics show that the missing values rates differ among different countries. (HR: Croatia; GR: Greece; SL: Slovenia; NL: The Netherlands)

<table>
<thead>
<tr>
<th>Feature</th>
<th>HR</th>
<th>GR</th>
<th>SL</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td>oneway</td>
<td>9.2%</td>
<td>23.3%</td>
<td>12.03%</td>
<td>19.7%</td>
</tr>
<tr>
<td>maxspeed</td>
<td>33.2%</td>
<td>62.7%</td>
<td>41.0%</td>
<td>51.4%</td>
</tr>
<tr>
<td>surface</td>
<td>35.7%</td>
<td>43.1%</td>
<td>44.9%</td>
<td>50.3%</td>
</tr>
<tr>
<td>smoothness</td>
<td>65.3%</td>
<td>78.5%</td>
<td>68.2%</td>
<td>73.5%</td>
</tr>
<tr>
<td>lit</td>
<td>41.3%</td>
<td>47.2%</td>
<td>45.8%</td>
<td>47.6%</td>
</tr>
<tr>
<td>average</td>
<td>36.94%</td>
<td>50.96%</td>
<td>42.38%</td>
<td>48.5%</td>
</tr>
</tbody>
</table>

For each road segment in our ground truth datasets, we obtained the features data from a variety of sources. To obtain the OSM feature, we queried the OSM-related APIs [234, 256] using the coordinates of the road segments. Concerning traffic statistics features, we obtained them from government websites and iRAP websites (which pre-compiles traffic data from the government.)

3.5.2.2. Data Characteristics and Preprocessing. Our ground truth datasets have certain characteristics that require additional preprocessing. First, the two classes for road safety are imbalanced. Table 3.2 shows that, consistently across all four datasets, only a small fraction of the road segments (8% - 17%) are in the high-risk class, presenting challenges for some machine learning algorithms [118]. As such, we applied a data resampling technique, a common countermeasure for handling class-imbalance problems.
in applied machine learning research (e.g., [10, 242, 218]). Specifically, we applied the commonly-used Synthetic Minority Over-sampling Technique (SMOTE) [51] on our training set, which over-samples minority class by creating "synthetic" samples that fall within the proximity of real samples.

Second, as shown in Table 3.3, OSM feature qualities vary among four ground truth datasets. Like many other peer-production projects such as Wikipedia, OSM does not stipulate mandatory attributes. Instead, OSM gives contributors the freedom to add as many, or as few attributes. Our analyses show that, while most of the OSM features we defined have high data completeness, a handful of features, especially features that represents road attributes, suffer from missing values problem. More importantly, analysis presented in Table 3.3 indicates that, for these OSM features, the specific rates of missing values are different for different countries we studied, a trend that is consistent with prior studies on OSM data quality [150, 12, 112]. For example, while the rates of missing values are lower in the Croatia (avg. 37%) dataset and the Slovenia dataset (avg. 42%), they are considerably higher for Greece dataset (avg. 51%) and the Netherlands dataset (avg. 49%). To partially address the varying degree of missing data, we applied the SOFT-IMPUTE algorithm [205], a data imputation technique that employs a soft-thresholded singular value decomposition to calculate the missing elements in the feature matrix iteratively.

3.5.3. Training and Evaluation

We trained our road safety classifier with a variety of machine learning algorithms, including both ensemble models and conventional models. With respect to ensemble models, we
used an XGBoost model [54], a gradient boosting tree framework that has been shown to be effective in a variety of applied machine learning tasks (e.g. [127, 52, 251]). In addition to the ensemble model, we also employed a number of traditional classifiers, including Logistic Regression, Random Forest, and Decision Tree. Our experiments revealed that XGBoost consistently outperformed other machine learning algorithms. As such, we report only the classification accuracies for XGBoost in the Results section.

To build training and testing sets, we cannot use standard k-fold cross-validation due to the particular nature of our dataset. Road segments, like many other types of spatial data, are adjacent to each other. As such, training and test sets generated by standard k-fold cross-validation will be correlated, violating the independent identically distribution (i.i.d) assumption fundamental to many statistical machine learning algorithms [261]. As such, we adopted a strategy from Song et al. [269] to maximize the independence between the samples in the training set and the samples in the test set. Specifically, after building the initial training and test sets with the standard 10-fold cross-validation, we swapped a handful of samples between training sets and test sets to ensure that samples in the test set are at least 500 meters away from the samples in the training set.

For evaluation, we report the average precision, recall, and F1 score using 10-fold cross-validation with the above spatially-aware strategy. We selected precision, recall, and F1 score as performance metrics because these metrics are more informative for evaluating performance on imbalanced data [244]. In addition, we report the performance for high-risk road class and safe road class separately to highlight the different extent of performance improvements for each class. Because this work is the first to define and to attempt to predict road safety labels in the context of navigation systems, we
cannot compare our classifier’s performance with prior work. This is a relatively common scenario when applying machine learning to HCI research due to HCI’s nature as a problem-defining discipline (e.g., [123, 230, 189]). As such, we followed the best practice to compare the performance of our classifier with that of the straightforward baseline approaches [123, 230, 189]. In this work, we leveraged the most powerful baseline approach, which randomly generates predictions by respecting the class distributions in ground truth dataset.

3.5.4. Results

Results in Table 3.4 show our model’s ability to predict safety labels for road segments in our four country-defined ground truth datasets. Our results highlight three high-level trends. First, across the board, our road safety classifier consistently outperformed the baseline approach on all metrics. In particular, the performance increase is most significant for high-risk road class - the minority class. For example, on the Netherlands dataset, our road safety classifier that used all features can increase the F1 score on the high-risk road class from 0.07 to 0.62, a nine-fold increase. Similarly, considerable performance increase (at least five-fold increase) can be found in the results for high-risk road class in other datasets. Even for the safe road class, which already has very high baseline accuracies, our road safety classifier still consistently make smaller improvements. For example, on the Greece dataset and the Netherlands dataset on which our classifier can achieve over 0.9 baseline F1 scores for safe road class, our classifier trained on all features still further increase the F1 scores by about 0.05. Overall, these results demonstrate the clear benefits of applying our road safety classifier - for areas without existing road safety
labels, applying our road safety classifiers offers predictions that are consistently better than baseline approaches. On the Croatia dataset, our classifier even reaches near-perfect predictions.

The second trend in Table 3.4 is that although our classifier consistently outperformed the baseline, we notice that our classifier’s absolute accuracies, especially for the high-risk road class, vary among different ground truth datasets. For example, our classifier achieves high accuracies with over 0.8 F1 scores for high-risk road class on the Croatia dataset and on the Slovenia dataset. In comparison, F1 scores for high-risk road class on the Greece dataset and the Netherlands dataset are moderate (0.55). One possible explanation is the different OSM feature qualities in these four countries - recall Table 3.3 shows that the Greece dataset and the Netherlands dataset have high rates of missing values (50%) for some OSM features, while the Croatia dataset and the Slovenia dataset have lower rates of missing values (40%). Although our classifier’s performance on the lower-end still outperformed the baseline significantly, we suspected that the performance could further decrease when applied to regions that have even higher missing values rates. We return to this point in the discussion section.

Table 3.4 also shows that the parsimonious models using only OSM features perform almost as well as the models using all features. Our results show only a negligible decrease in the F1 score for most of the experiments. The fact that parsimonious models are able to perform equally well demonstrates the robustness of our approach - even in areas where local government does not provide traffic statistics, the performance of our road safety classifier will not significantly decrease.
Table 3.4. Our road safety classifier’s performance on the Croatia dataset. The performance of the baseline approach is in the bracket. (HR: Croatia; GR: Greece; SL: Slovenia; NL: The Netherlands)

<table>
<thead>
<tr>
<th></th>
<th>Class</th>
<th>Features</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High-risk</td>
<td>All</td>
<td>0.95 (0.13)</td>
<td>0.94 (0.12)</td>
<td>0.94 (0.12)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.93 (0.13)</td>
<td>0.94 (0.12)</td>
<td>0.93 (0.12)</td>
</tr>
<tr>
<td></td>
<td>Safe</td>
<td>All</td>
<td>0.99 (0.88)</td>
<td>0.99 (0.89)</td>
<td>0.99 (0.88)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.97 (0.88)</td>
<td>0.98 (0.89)</td>
<td>0.98 (0.88)</td>
</tr>
<tr>
<td></td>
<td>High-risk</td>
<td>All</td>
<td>0.58 (0.08)</td>
<td>0.45 (0.08)</td>
<td>0.51 (0.08)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.57 (0.08)</td>
<td>0.44 (0.08)</td>
<td>0.50 (0.08)</td>
</tr>
<tr>
<td></td>
<td>Safe</td>
<td>All</td>
<td>0.95 (0.92)</td>
<td>0.97 (0.92)</td>
<td>0.97 (0.92)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.93 (0.92)</td>
<td>0.96 (0.92)</td>
<td>0.96 (0.92)</td>
</tr>
<tr>
<td></td>
<td>High-risk</td>
<td>All</td>
<td>0.79 (0.16)</td>
<td>0.83 (0.16)</td>
<td>0.81 (0.16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.78 (0.16)</td>
<td>0.81 (0.16)</td>
<td>0.80 (0.16)</td>
</tr>
<tr>
<td></td>
<td>Safe</td>
<td>All</td>
<td>0.95 (0.83)</td>
<td>0.95 (0.83)</td>
<td>0.95 (0.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.94 (0.83)</td>
<td>0.95 (0.83)</td>
<td>0.94 (0.83)</td>
</tr>
<tr>
<td></td>
<td>High-risk</td>
<td>All</td>
<td>0.74 (0.07)</td>
<td>0.53 (0.08)</td>
<td>0.62 (0.07)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.71 (0.07)</td>
<td>0.44 (0.08)</td>
<td>0.54 (0.07)</td>
</tr>
<tr>
<td></td>
<td>Safe</td>
<td>All</td>
<td>0.96 (0.92)</td>
<td>0.97 (0.92)</td>
<td>0.97 (0.92)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSM</td>
<td>0.93 (0.92)</td>
<td>0.96 (0.92)</td>
<td>0.94 (0.92)</td>
</tr>
</tbody>
</table>

3.5.5. Estimating Exposure to Unsafe Routes

While prior studies (e.g., [187]) have discovered the risks associated with unsafe routes given by navigation systems, the prevalence of the unsafe routes remains unknown. With our road safety classifier, we can, for the first time, begin to quantify how often users of navigation systems will be exposed to unsafe routing results.

To do so, we conducted a small case study in Croatia, where our road safety classifier has the best performance. To account for the potential differences between urban and rural areas, we selected two regions - Croatia’s capital Zagreb (roughly 900 km²) and an equal-sized rural region in Croatia. We then generated a large number of routes for these two areas. Specifically, we followed the best practices in routes evaluation studies (e.g.,
Table 3.5. The percentage of unsafe routes among randomly sampled routes in Croatia by types of area and types of route options. The criteria for unsafe routes specify the minimum percentage of high-risk road segments a route needs to include for this route to be considered an unsafe route. For example, “>10%” means that routes contain at least 10% of high-risk road segments are unsafe routes.

<table>
<thead>
<tr>
<th>Area</th>
<th>Option</th>
<th>Criteria for Unsafe Routes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>&gt;10%</td>
</tr>
<tr>
<td>Urban</td>
<td>Shortest</td>
<td>90.4%</td>
</tr>
<tr>
<td>Urban</td>
<td>Fastest</td>
<td>90.6%</td>
</tr>
<tr>
<td>Rural</td>
<td>Shortest</td>
<td>98.8%</td>
</tr>
<tr>
<td>Rural</td>
<td>Fastest</td>
<td>99.1%</td>
</tr>
</tbody>
</table>

which first randomly sample origin-destination pairs and then generate routes between these origin-destination pairs. Although this approach has its limitations, it has been used in lieu of actual trip data, which is difficult to obtain outside of the context of large personal navigation technology companies. In our case, we sampled 10,000 origin-destination pairs for each region and used Mapzen Valhalla [1], a popular open-sourced routing service, to generate the shortest routes and the fastest routes between these origin-destination pairs. Finally, we applied our road safety prediction model on the road segments included these 20,000 routes to quantify the unsafe routes.

Table 3.5 shows the estimated percentages of unsafe routes by type of regions and type of route options. In addition, we tested different criteria for defining a unsafe route by varying the minimum percentage of high-risk road segments the route contains. The results in Table 3.5 suggest that users of navigation systems have high exposure to potentially unsafe routing results. Specifically, if routes that have at least 10% of their road segments as high-risk road segments are considered unsafe routes, over 90% of routing results given by navigation systems are potentially dangerous in Croatia, regardless of the
type of regions and the type of route options. This number might look startling, but it is unsurprising given that we found that 11.71% of road segments in Croatia are high-risk (see Table 3.2.) Even if we use a lenient criteria for unsafe routes - routes with at least 70% of high-risk road segments - experiment results still show that as much as a quarter of routing results are potentially dangerous in rural areas of Croatia. While driving on these potentially dangerous route will not necessarily result in accidents, users’ high exposure to potentially unsafe routes still highlights the prevalence of the risks.

A second trend in Table 3.5 is that while route options have little influence over the prevalence of unsafe routes, urbanness/ruralness do affect the percentage of unsafe routes. Specifically, using navigation systems in rural areas of Croatia will be exposed to 8% to 20% more unsafe routes than doing so in urban areas. While the higher percentage in rural areas can be partially attributed to the fact that randomly generated routes might be biased towards more local roads over highways (which draws most of the traffic in the rural area), our results still highlight the higher risks of driving on rural roads which is consistent with crash statistics from National Highway Traffic Safety Administration [290].

### 3.6. Discussion

Our results demonstrate that using straightforward machine learning algorithms and publicly available geographic data as features, we can successfully predict road safety labels with accuracies that are significantly higher than the baseline approach. In the following, we first discuss the factors to consider when extending our road safety classifier to regions beyond the areas studied in this chapter. With an eye towards future work, we
then discuss various technology designs through which our road safety predictions could help personal navigation technologies reduce the risks of dangerous routes.

3.6.1. Extending our approach to other regions

Our results show that, while the performance of our classifier consistently beat the baseline, its performance in a region might be affected by the OSM feature quality in that region.

As such, when applying our road classifier to other regions, one important factor to consider is the quality of OSM features in this region. Researchers have found that OSM data quality is usually better in urban/developed areas than in rural/undeveloped areas [148, 308, 202]. As such, our road safety classifier might have higher performances for more developed regions such as Europe and have lower performances for less developed regions, such as South Asia and Africa. Similarly, urban areas, which have higher OSM qualities, might observe higher performance than the rural areas. As such, future work that extends our classifier to other regions should examine the specific OSM data quality, especially the rates of the missing value, before applying our approach. Moreover, in order to improve the accuracy in the areas with low OSM data quality, future work should explore additional features beyond OSM and traffic statistics or more advanced machine learning models.

3.6.2. Integrating Road Safety Predictions into Navigation Systems

Our work can produce large-scale reliable road safety predictions which navigation systems can directly leverage. These road safety predictions present many opportunities for
designing new algorithms and user interactions for protecting drivers’ safety. Below, we briefly mention the opportunities for new algorithm designs and then focus our attention on new user interactions that ensure driver safety.

For algorithm innovation, one clear opportunity is building new routing algorithms that prioritize road safety. As a starting point, one may simply adopt the existing algorithms designed for generating safe routes that pass through low-crime areas (e.g., [158, 89, 257]). For example, the crime-index score in the cost functions of these safe routing algorithms can be replaced by an aggregated road risk score of the candidate route. Alternatively, instead of adding waypoints in low-crime areas, these safe routing algorithms can add waypoints that detour through a safe road. However, one potential externality of this new type of routing algorithms is their impact to the local communities that are excluded from (or included in) the alternative routes. As such, when developing these routing algorithms that prioritize road safety, developers should conduct experiments to understand and measure this externality. Work from Johnson et al. [147] illustrates different approaches for how to conduct such experiments.

Our road safety prediction also enable new safety-oriented users interaction of the personal navigation technologies. Even with new routing algorithms that prioritize road safety, drivers might still unavoidably travel on high-risk roads given their time constraints or their choices of destinations. In these scenarios, road safety awareness-enabled user interactions serve as the critical last layer of protection. These essential user interactions can happen in two phases - during route recommendation and while driving. During route recommendations, navigation systems can put users in control of the trade-off between road safety and other parameters. To begin with, as a preference setting, navigation
systems can explicitly ask for the maximum distance or portion of high-risk roads that users are willing to tolerate within a route and incorporate this constraint when running the routing algorithms. In addition, navigation systems can explicitly communicate the trade-off between time and route safety among alternative routes through routes overview. For example, in addition to informing users of the distance and time of the candidate routes, navigation systems can highlight the distance or the portion of high-risk road segments through textual or visual communications.

During the trip, when passing through high-risk roads, drivers must focus their entire attention on the road [133]. As such, HCI researchers have called for navigation systems that can timely alter drivers for abnormal road environments (e.g., [48]). With our road safety predictions, navigation systems will know precisely where the high-risk road segments are. Given this knowledge, navigation systems can generate audio and visual alerts when drivers are approaching the dangerous road segments to call drivers’ attention to the road. With cars becoming increasingly automated and drivers delegating more responsibility to the technology, navigation systems with road safety awareness will be even more vital to ensure user safety.

### 3.7. Conclusion

A dangerous assumption adopted by existing navigation systems is that all roads are equally safe. Navigation systems with this wrong assumption have routed drivers to dangerous route, threatening driver safety. In this chapter, we sought to address this risk by adding road safety awareness to the navigation systems. Specifically, we defined road safety in the context of the navigation systems and proposed a road safety classifier.
to automatically predict the road safety for many roads using out-of-the-box machine learning algorithms and diverse features from public geographic data. We demonstrate we can predict the road safety labels with accuracies that are significantly higher than baseline approaches. Finally, we discussed the factors to consider when extending our road safety classifier to other regions and the novel safety designs on navigation systems enabled by our road safety predictions.
Part 2

Geographic Inequalities in Location-Aware Artificial Intelligence Systems
Part 1 of this thesis described our effort to understand and mitigate safety issues in personal navigation systems. In Part 2, we focus on a different type of risk—geographic inequalities in the location-aware artificial intelligence systems.

Location-aware artificial intelligence (AI) technologies, also referred to as “GeoAI technologies” by the research community [135, 198, 136, 144], are AI technologies applied to the locational data. Similar to other application domains of artificial intelligence, a key characteristic of location-aware AI technologies is that they usually heavily rely on state-of-the-art models or methods in core artificial intelligence fields such as natural language processing, computer vision, and commonsense knowledge base. In the specific context of location-aware AI technologies, these technologies leveraged advancements in core artificial intelligence fields to acquire, process, and serve a variety of locational data, such as geo-referenced images, videos, and articles. With the large-scale available of these locational data, location-aware AI technologies have been widely applied to help solve critical tasks in society. Such examples include identifying forest fires from geo-referenced satellite images [239], extracting socioeconomic attributes about neighborhoods by analyzing street view images [97], and updating official gazetteer [247] from user-generated textual content containing places.

However, an emerging risk of these highly beneficial location-aware AI technologies is their geographic biases. Recall in Section 1.2.2.2, we defined the geographic biases of location-aware technologies as the phenomena that the performance of these technologies, usually measured as the precision in classification tasks, varies when the technologies are applied to locational data from different types of geographies. In practice, GeoAI
researchers and practitioners have reported a number such geographic biases on location-aware AI technologies. For example, it has been found that remote sensing image classification models have poorer performance on identifying objects in rural areas like farmland than in other places [250]. Similarly, models to recognizing buildings from street view images have lower performance in developing countries than developed countries [258]. Given that these location-aware AI technologies have been applied to solve important societal problems, the geographic biases in these technologies can potentially resulted in unfair regional inequalities.

While the geographic inequalities in AI-based location-aware technologies can be produced through many different mechanisms, we will focus on one mechanism that is particularly relevant to the Part 2 of this dissertation - the propagation of geographic inequalities from the large-scale general training data.

To understand this mechanism, it is helpful to review how most of the AI-based location-aware technologies are built. Like most of the application domains of artificial intelligence, location-aware AI technologies are often built by taking an domain-agnostic artificial intelligence model trained on general tasks, such as a pre-trained convolutional neural network model widely used in computer vision research, and adapt it with additional domain-specific data or expertise. To trace back one more step, these domain-agnostic artificial intelligence models are often built by training a model on large-scale labeled training datasets. For example, pre-trained convolutional neural networks in computer visions are trained on large-scale human-labeled image datasets such as ImageNet [73] and OpenImages [170].
Figure 3.2. The propagation of geographic inequalities from the large-scale training dataset to the AI-based location-aware technologies

This approach of building AI-based location-aware technologies makes it possible that geographic inequalities could enter these technologies by a propagation process as shown in Figure 3.2. That is, if geographic inequalities exist in the large-scale training data at the beginning, they could be propagated, first to the domain-agnostic generic AI models such as pre-trained convolutional neural networks, and finally to the application domains including AI-based location-aware technologies.

Unfortunately, research in ethical AI has shown that this is indeed the case. As we detail later, researchers have shown that large-scale training dataset used in computer vision contain significant geographic inequalities regarding where the images are sourced and have shown that pre-training models trained on these large-scale training datasets inherit these geographic inequalities [258, 72]. Likewise, in natural language processing models, many studies have found similar geographic biases[146, 125] in the widely used pre-trained models such as word embeddings.
Understanding the mechanism through which the geographic inequalities are produced in AI-based location-aware technologies also points out one approach to mitigate this type of geographic inequalities. That is, if we could mitigate the geographic inequalities in the root - the large-scale training dataset, in theory, geographic inequalities will follow the same propagation process and be reduced in the domain-agnostic AI models and finally in the AI-based location-aware technologies.

Part 2 of this dissertation adopts this top-down approach for mitigating the risk of geographic biases in the location-aware AI technologies. In Chapter 4, we describe our effort to mitigate the geographic inequalities in computer-vision-based location-aware technologies. In Chapter 5, we focus on mitigating the geographic inequalities in location-aware technologies that are based on commonsense knowledge base.
CHAPTER 4

Mitigating Geographic Inequalities in Computer Vision-Based Location-Aware AI Technologies

Note: The work in this chapter was submitted to SIGCHI 2020 but was rejected. The reviewers did not question the validity of the methodology or the results but maintained that the topic of this work is unfit for SIGCHI and suggested us to submit to Computer Vision or Machine Learning conferences. Necessary modifications have been made to situate the original content in the context of this thesis.

4.1. Motivation

Many location-aware AI systems leveraged computer vision to understand geo-referenced images [135, 198, 136]. For example, tourism apps have used computer vision models to identify landmarks through phone cameras in order to provide clearer guidance and richer information to users (e.g., [128, 199, 229]). Urban planning systems might use computer vision models to process high-resolution satellite images to identify geographic features such as buildings and road networks (e.g., [303, 280, 270]). In some innovative scenarios, location-aware census tools have used computer vision to classify street-parked cars for demographic estimation (e.g., [97, 95, 96]).

As we previously mentioned, one widely used approach to build location-aware AI technologies is to customize domain-agnostic generic AI models trained on large-scale labeled training data. Figure 4.1 illustrates how this approach has been applied to build
Figure 4.1. The propagation of geographic inequalities from the large-scale ImageNet dataset to the computer-vision-based location-aware technologies makes the propagation of geographic inequalities possible. The bottom level of Figure 4.1 represents computer-vision-based location-aware technologies, such as the location-aware census tool that analyzes street-parked cars for demographic estimation (e.g., [97, 95, 96]). The second level of Figure 4.1 indicates that the location-aware census tool is built on top of a domain-agnostic generic AI model - pre-trained Convolutional Neural Network (CNN), which is a deep learning model trained on image recognition tasks that has demonstrated its utility to serve as general image feature extractor for many different downstream computer vision tasks (e.g., [255, 265, 47]), including many in location-aware computing domains (e.g., [214, 8, 154, 200, 245, 300]). Finally, the top level shows that these pre-trained CNNs are built by training on large-scale image dataset, such as ImageNet [73] or Open Images [170], which contains over tens of millions of human-labeled images.

As we discussed before, this approach of building computer-vision location-aware technologies makes the propagation of geographic inequalities possible. That is, if there are
geographic inequalities in the large-scale image datasets, it is very likely that the pre-trained CNN and the computer-vision location-aware technologies will also exhibit geographic inequalities.

Researchers have indeed proved the propagation of geographic inequalities. In computer vision research, Shankar et al. [258] and DeVeries et al. [72] both independently found that large image datasets that are used to train pre-trained CNN models source most of the images from western and developed countries and contain very few examples from the developing countries. In particular, in Open Images [170] and ImageNet [73] - two of the most widely used large image datasets for pre-training purpose, 60% of images are from a limited set of developed countries, including United States, Great Britain, France, Italy, Canada, Spain, and Australia [258, 72].

More importantly, these researchers have also proved that CNN models pre-trained on ImageNet and Open Images inherited these geographic inequalities. For example, Shankar et al. [258] demonstrated that all widely-used pre-trained models have higher accuracy for recognizing ”bridegroom” images from developed countries than for recognizing ”bridegroom” images from developing countries. Similarly, DeVeries et al. showed that, in general, the accuracy of pre-trained CNN on the same object recognition tasks are higher in wealthier countries [72].

Following the diagram in Figure 4.1, the geographic inequalities may very likely propagate computer vision-based location-aware technologies given that many of these technologies are built on top of the pre-trained CNN models. For example, for a tourist app that relies on pre-trained models to identify church buildings through phone camera, the fact that the pre-trained models have geographic inequalities means that the tourist app
might not function well in less developed countries, where the church buildings look significantly different from western countries [65]. In fact, computer vision-based location-aware technologies developers have already noted some anecdotal evidence of such propagation in street view image classification [79] and remote sensing image classification [250]. Considering the fact location-aware AI are more likely than not to be used at different locations, the harm of the geographic inequalities on the pre-trained models will be maximized, severely impacting the usability of these computer vision-based location-aware AI systems.

Our work in this chapter takes the first step towards mitigating the geographic inequalities in computer vision-based location-aware technologies. As we discussed before, our approach is to directly mitigate the root cause of the problem - the geographic inequalities in the large-scale training dataset. More concretely, we seek to increase the geodiversity of these large image datasets by adding millions of images from developing countries to thousands of classes. To make our solution easily understandable, we describe our solution in the context of ImageNet, the most important and widely used dataset for pre-training purpose [138, 164, 119]. Because classes in different large image datasets have significant overlap [166], we note that our solution can by easily extended to other large image datasets such as Open Images.

Our work in this chapter also provides initial evidence that a more geographically equitable image dataset does lead to a more geographically equitable pre-trained CNN model. To do so, we carefully designed machine learning experiments that shows a CNN model which is pre-trained on an ImageNet enhanced with images from developing countries performs better than the original, gold standard ImageNet pre-trained model in previously
low-performing countries. Finally, we note that given the ImageNet pre-trained model is widely used for many downstream computer vision, the results from this chapter, especially the more geographically equitable ImageNet and the pre-trained CNN models, could potentially benefit a wide range of computer vision tasks beyond those in the location-aware technologies domain.

4.2. Introduction

ImageNet [73] is one of the most widely-used datasets in the computer vision community. With 14 million human-annotated images for 21,000 object classes in WordNet [211], is arguably the one with the greatest significance for research and widest impact for applications. For researchers, ImageNet serves as a gold standard dataset for training and testing hundreds of deep learning-based image classification models [73, 167, 266]. Even more importantly, pre-training on ImageNet to obtain general visual features is a common practice for solving a wide range of vision tasks [138, 259] beyond image classification.

Despite ImageNet’s tremendous success, recent studies have indicated that ImageNet is subject to substantial geographic representations biases, leading to fairness issues in downstream computer vision models. Specifically, Shankar et al. [258] and Misra et al. [72] both independently verified that ImageNet, like many other large image training datasets, contains significantly fewer images from developing countries and the corresponding cultures. These authors further demonstrated that, models pre-trained on ImageNet perform relatively poorly for recognizing images of certain concept from the underrepresented countries. For example, Shankar et al. showed that a classifier pre-trained on ImageNet has substantially lower performance recognizing bridegroom images
from Pakistan than bridegroom images from the United States. Given that pre-training models on ImageNet and then fine-tuning it on domain-specific datasets have become a paradigm to solve many computer vision tasks [118, 164, 302, 138], the lower performance of ImageNet pre-trained models in developing country will impacts thousands if not millions of downstream computer vision applications deployed in developing countries.

ImageNet was constructed using a well-known, standard crowdsourcing approach in HCI research, i.e. paid microtasks distributed on market places such as Amazon Mechanical Turk. However, leveraging this approach to enhance the geographic representations of ImageNet faces significant challenges. Most importantly, considering the uneven distribution of the Turkers geographic backgrounds [141, 75], it is unclear if such an approach could work at all. Using the task of labeling bridegroom images as an example, it may be impossible to recruit Turkers from every developing country in order to find and label the bridegroom images from their own cultures. In addition, even assuming one can recruit enough Turkers from diverse geographic backgrounds, crowdsourcing project on the ImageNet-scale would require significant amount of time, money, and human resources [98]. For example, adopting the Amazon Mechanical Turk approach, building the original ImageNet took researchers two and half years and millions of dollars of budget.

In this research, we sought to overcome these substantial barriers by relying on the product of a different crowdsourcing process: volunteer-based peer production. Specifically, we explore the hypothesis that Wikimedia Commons – the central source of images for all language editions of Wikipedia [120] – can offer millions of labeled images from developing countries for thousands of classes in ImageNet. Three characteristics of Wikimedia Commons make it especially attractive for enhancing ImageNet. First, while Turkers are
predominantly from English-speaking countries, the contributors on Wikimedia Commons are from around the world owing to Wikimedia Commons’ multilingual nature. Second, it contains over 50 million freely usable images. This number is over three times the size of ImageNet and might already include enough images necessary for enhancing ImageNet, saving the time for running large-scale market-based crowdsourcing project. Third, since the Commons was built with an encyclopedic focus, the topics covered by the Commons’ images are extremely diverse, containing over 9,642,912 different categories of images that is more than the 21,841 categories by magnitudes.

However, before we can quantitatively evaluate our hypothesis that images on Wikimedia Commons can enhance the representation of developing countries in ImageNet, we first had to overcome a major obstacle: producing ImageNet-compatible tags for over 50 millions images on the Wikimedia Commons. Without this step, the geographically diverse images from the Wikimedia Commons can not be integrated into the corresponding classes in ImageNet, making these Commons’ images useless for our goal of training pre-training models with higher accuracy in developing countries.

To produce ImageNet-compatible tags for the Commons’ images, we leveraged the noisy-but-rich category labels collaboratively produced by the Commons editors. Similar to the category labels on Wikipedia, category labels in Wikimedia Commons are user-generated tags that are used to group images of similar topics. Producing ImageNet-compatible tags for Wikimedia Commons images is difficult. First, the Commons’ noisy categories need to be matched to WordNet class name. Second, not all categories can be used – tags in ImageNet exclusively describe the content of the images whereas the
Commons’ categories often describe non-content information such as the authorship of the objects in the images.

To address these challenges, we developed a pipeline to produce ImageNet-compatible tags for Commons images. Our pipeline consists of two systems, each of which addresses one of the challenges. The first system, our YAGO3 Matcher, mines noisy categories labels and matches them to WordNet classes using YAGO3\[194\], a well-known semantic ontology that combines entities from both Wikipedia and WordNet. The second system, our Content-Based Tags Filter, identifies the types of the matched tags and returns only the tags that describe the content of the images.

Using the ImageNet-compatible tags produced by our two-part pipeline, we find strong evidence in support of our hypothesis: images from the Commons can substantially enhance the representation of developing countries in ImageNet. We showed that among the 18.5 million Commons’ images that have clear location information, 4.1 million, or 22%, are from developing countries. This means that Wikimedia Commons can at least add 4.1 million images from developing countries to ImageNet, which is roughly \(\frac{1}{3}\) of the current size of ImageNet. If we assume that the Commons’ images without location information has similar representations of developing countries, the Commons has potential to offer roughly 11 millions images from developing country, a number that is similar to the original size of ImageNet. To offer more convincing evidence to support our hypothesis, we used a case study to show that fine-tuning pre-training models on these Commons’ images will reduce the geographic biases in these pre-training models by increasing their accuracies in previously underperforming developing countries. Given the wide popularity of the pre-training model, our Commons-enhanced ImageNet dataset can
lead enormous cumulative benefits for lots of downstream computer vision applications targeted for developing countries.

Finally, besides accomplishing our main goal, we opportunistically found two other benefits for combining Wikimedia Commons and ImageNet - extending the breadth and growing the size of ImageNet. For extending the breadth of ImageNet, the Commons could supply sufficient training data for 15% of previously uncovered WordNet classes, potentially enabling computer vision models to learn novel classes. For expanding the size of ImageNet, the Commons’ images could double the number of training images for 25% of ImageNet classes with below-average classification accuracy, which likely increase pre-training models’ performance on this class according to recent studies on the relationship between the size of training dataset and model’s performance [279].

In summary, this chapter demonstrates that the peer-produced images and categories from Wikimedia Commons can offer substantial and critical enhancements to the geodiversity of widely used large image datasets. In addition, we used a case study to demonstrate experimentally that when trained on combing Commons and ImageNet dataset, pre-training models can have significantly higher accuracy for images from previously underperforming developing countries, bring extensive benefits to downstream computer vision that are targeted towards these regions. We are publishing with this chapter the 118 million ImageNet-compatible tags and 18.1 million location tags for these Commons’ images that we developed through this research.
4.3. Related Work

4.3.1. Biases in Large Image Datasets

The geographic diversity issues of ImageNet is an example of the biases in large gold standard image datasets, which has draw increasing attention from research community.

Researchers identified two main types of biases in large image datasets. One type of biases is introduced by human who labeled the datasets (e.g., [24, 78, 252]). In general, it has been shown that human labelers (often crowdworkers) with different cultural backgrounds [78], different gender views [226], and different knowledge specialties [252] will label the same item differently.

Another type of bias, which is what we aim to address in this chapter, is the biases from underlying data distributions. Also called representation bias [149], data distribution biases is the fact that different subgroups of data are unevenly sampled into the dataset (e.g., [74, 125, 285]). Specifically, as we previously mentioned, Shankar et al. [258] and de Vries et al. [72] both independently demonstrated that large image datasets like ImageNet and Open Images have more images from countries with better economic advancement. Similarly, ImageNet team [302] has identified that images in the People subtree of ImageNet has unequal representations on protected demographic attributes including age, gender, and color.

4.3.2. Mitigating Biases in Large Image Datasets

While many studies have focused on identifying the biases in large image datasets, very fewer studies have proposed solutions to mitigate these biases. For mitigating biases introduced by human labelers, one of few solutions is by Barbosa et al. [24], who proposed
a framework to ensure that tasks are allocated to crowdworkers with heterogenous cultural backgrounds.

For mitigating biases introduced by unequal representations, there are only two published work to the best our knowledge. The first project, conducted by ImageNet team [302], focused on mitigating the imbalance of the representations on protected demographic attributes (e.g., gender, race, etc.) They achieved such goal by first acquiring crowdsourced labels for the protected attributes for the images and then removing the images from the overrepresented groups. While effective for addressing the biases in demographic attributes, this approach is unfortunately not applicable for addressing geographic diversity. This is because our problem present a unique challenge - the original ImageNet have extremely limited, if not zeros, images for some of the underrepresented countries [258], making it impossible to achieve equality through re-balancing.

More similar to our project, the second project [103] to mitigate unequal representations in image datasets focused on enhancing the country diversity in Open Images, a large image dataset built by Google which suffers similar geographic biases problem as ImageNet. Called Open Images Extended - Crowdsourced [103], this project aimed to increase the number of images from developing countries by directly recruiting volunteers from developing countries to capture, annotate, and upload images from their everyday life. While Open Images Extended - Crowdsourced should be applauded for being the first concrete effort to solve geodiversity problem in large image datasets, this project has several limitations. Most importantly, it leveraged a market-based crowdsourcing approach similar to Amazon Mechanical Turk, which has well-known difficulties to recruit participants from a wide range of geographies [141]. Indeed, the statistics published by project
showed that 83% of the images were collected from one country - India. The second limitation is its insufficient data volume. Despite the project takes advantages of Google’s centralized crowdsourcing platform - Google Crowdsource \(^1\) which has as many contributors as Amazon Mechanical Turks\(^2\), the resulting dataset only contains 478k images, which can not bring meaningful geodiversity enhancement given that the original Open Images dataset has over 9 millions images. On a per-class basis, the resulting dataset contains an average of only 80 images for each class, a number that is again smaller by orders of magnitude than the average class size in the original ImageNet (1520).

Compared to the Open Images Extended - Crowdsourced, we used a completely different crowdsourcing approach - Wikipedia-based peer-production. The contributors from our approach are more geographically diverse than those on market-based crowdsourcing platform such as Amazon Mechanical Turks or Google Crowdsourcing [68, 75].

It is important to point out that, despite the previously mentioned limitations, Open Images Extended - Crowdsourced remained the only available images dataset that focus on geographic diversity. As such, our experiment relies on this dataset as the testing dataset (detailed later).

### 4.3.3. Research about Wikimedia Commons

Wikimedia Commons is a Wikimedia Foundation project that curates freely-licensed media files (videos, images, sound clips) with a goal of providing knowledge to the world

\(^1\)https://crowdsource.google.com/
\(^2\)Although Google Crowdsource does not publish its number of contributors, it is possible to infer the number from its Leaderboard. One contribution will place a user at Rank 20,000 - 40,000 on the leaderboard for one task. Given that there are 10 different tasks, it is likely that the total number of contributors of Google Crowdsource is on the scale of 100,000, which is almost the same as the number of workers on Amazon Mechanical Turks as estimated by researchers [75]
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[69]. Of the Commons’ 52 million media files 3, 90% are images. Each image is associated with peer-produced categories, which can serve as image tags to organize images of similar subjects. Similar to categories on Wikipedia, the categories do form a hierarchy, but the hierarchy is ill-formed and difficult to utilize as a formal ontology [159].

While Wikipedia has been the subject of extensive studies in the HCI community and beyond, Wikimedia Commons has drawn relatively little attention [209]. Among the studies that have focused on the Commons, researchers have lever-aged Commons images to support image retrieval [186, 237], measured the Commons’ economic value [81], and designed mechanisms to promote participation in the Commons [209].

Most relevant to our study, a series of efforts have focused on producing and improving structured metadata for Commons’ images. For example, with the goal of extending the DBpedia [16], a Wikipedia-based knowledge database in Resource Description Framework (RDF) format, Vaidya et al. [286] built a dataset containing RDF triples for all files on Commons. Follow-up work by Ferrada et al. [84] enhanced this dataset with the visual descriptors for these images. While these studies also used peer-produced categories, their main goal was to accurately convert them into RDF triples without using the semantics of these labels. Our study differs from this past work by deeply engaging with the semantics of these labels by matching them to formal ontology YAGO3, classifying their types, and evaluating their potential values for enhancing ImageNet.
4.4. Producing ImageNet-Compatible Tags

In this section, we describe the pipeline we used to produce ImageNet-compatible tags for Commons images by exploiting the peer-produced category labels attached to Commons images. We first provide background about category labels on the Commons. We then describe two high-level challenges associated with the Commons’ category labels that motivate the many design choices in our pipeline. Finally, we detail how we implemented the two systems that constitute our pipeline – YAGO3 Matcher and Content-Based Tags Filter – which address these two high-level challenges.

4.4.1. Category Labels on the Commons

As is the case with category labels on Wikipedia, category labels in the Commons appear at the bottom of pages dedicated to each Commons media file. Commons category labels are also contributed and edited in the same fashion as Wikipedia category labels. Figure 4.2 shows an example of a Commons page dedicated to an image and the category labels the image has been assigned.

We obtained all Commons category labels from the Wikimedia Download website [87]. More specifically, we downloaded the categorylinks table from early 2019, which contains the mappings between categories labels and each media file on the Commons. We further filter out all mappings that are not associated with image files as defined by the Commons [86], which includes both bitmap and vector images. In the end, we extracted 299 million raw categories for 49.6 million images.
Figure 4.2. An image in the Commons and its corresponding category labels (indicated by red dotted lines)
4.4.2. Challenges

To produce ImageNet-compatible tags from the Commons category labels, we face two high-level challenges. The first high-level challenge is that peer-produced category labels are known to be very noisy [159, 277]. ImageNet labels, on the other hand, conform to the very-well-structured WordNet ontology. Specifically, we observed that Commons category labels can differ from the ImageNet tags in several ways. First, category labels can be noun phrases (e.g. <paintings of Van Gogh>) but ImageNet labels are strictly nouns (e.g. <painting>). Second, Commons categories can contain named entities while ImageNet labels are usually abstract concepts. This requires mapping, for examples, specific models of cars (e.g., <ZAZ-965A Zaporozhets>) to their hypernyms (e.g. <car>) in ImageNet labels. Third, the Commons categories are multilingual, including labels such as “<中华人民共和国政府工作报告>” (English: Report on the work of the government of the People’s Republic of China) while ImageNet tags are exclusively in English. We address the challenge of matching Commons categories to ImageNet with our YAGO3 Matcher system, which we detail later.

The second high-level challenge is that categories on the Commons describe much more diverse information than the labels in ImageNet do. According to the tag taxonomy literature [301], labels for images can be classified into the following types:

1. **Content-based**: labels that describe the object or the concepts in the images.
2. **Context-based**: tags that provide the context (time and location) in which the image was created.

\[4\text{This is the Chinese version of the State of the Union Address.}\]
(3) **Attribute**: tags of specific human beings who are the authors of the images or the objects in the images. E.g., `<Charles_Dickens>` tag for an image of his book.

(4) **Subjective**: tags that express the user’s opinion and emotion, e.g. “funny” or “cool”.

(5) **Organizational**: tags that are reserved for administrative purposes, such as licensing information and community task organization.

The labels in ImageNet exclusively describe the objects and concepts in the images [73], thus corresponding to content-based tags. In contrast, Commons categories contain all five types of tags, four of which need to be removed to be compatible with ImageNet labels. While some of these four types of categories are easy to identify, others are more difficult. For subjective categories, we observed that they are rarely used due to the encyclopedic nature of the Commons. Removing organizational categories, can also be straightforward – following previous work [277], we black-list them according to a manually curated list (detailed below). However, removing attribute and context-based categories is less straightforward and requires understanding the semantics of categories. As such, to distinguish attribute and context-based categories from content-based categories, we designed a Content-Based Tags Filter which leverages the YAGO3 semantics provided by YAGO3 Matcher. In the following section, we first describe YAGO3 Matcher and then describe the Content-Based Tags Filter.

### 4.4.3. YAGO3 Matcher

Our YAGO3 Matcher, matches the category labels to ImageNet labels through the use of YAGO3. YAGO3 is a knowledge base that maps named entities from multilingual
Wikipedia articles (e.g. `<Honolulu, HI>`) to WordNet classes (e.g. `<wordnet_city>`). As such, it is well suited for our purpose of matching the Commons’ categories, which contain many multilingual named entities, to ImageNet labels, which are WordNet classes. Specifically, YAGO3 Matcher leverages two particular datasets from YAGO3: the yago-Taxonomy table, which describes type-of relationship between WordNet classes (e.g., `<wordnet_conference>` is a type of `<wordnet_event>`), and yagoTypes table, which describes the type-of relationship between named entities from Wikipedia and WordNet classes (e.g., `<SIGCHI>` is a type of `<wordnet_conference>`).

To match the category labels to entities in YAGO3, our YAGO3 Matcher implemented the following logic (Figure 4.3). In Step 1, the Matcher cleans the labels by removing unwanted labels and preprocessing excessively complex labels. In particular, it removes the organizational tags by comparing them to a manually curated blacklist that includes 60 categories such as “license info required” and “media with locations”. The Matcher additionally skips the tags that are too generic for images, such as “photos”, “pictures”, “images”, etc. For excessively long labels, it splits them using obvious signs that indicate a composite of multiple components such as brackets or slashes. These categories are compared against all YAGO entities to find an exact match and unmatched categories are moved to the next step.

While the previous step matches named entities in foreign languages through multilingual YAGO3, Step 2 matches the generic concepts in other languages using machine translation services. Our Matcher tokenizes each input category and uses the English dictionary to identify foreign language words. These are then translated to English using
Figure 4.3. Flow chart of the YAGO3 Mapper

Microsoft Translation API [210]. The results are again matched to YAGO3’s entities and unmatched labels are moved to Step 3.

If a category fails to be matched to YAGO3 in Step 1 and Step 2, the category is highly likely to be a noun phrase which needs to be further processed. As such, Step 3 parses and matches the core noun phrase in the categories using a system that is developed to match Wikipedia’s category labels [277]. While details can be found in the original paper, at a
high-level, the parser divides the category into different grammatical components including premodifier, head and post-modifier and incrementally matches these components to entities in YAGO3. Similar to the previous step, unmatched categories are moved to Step 4.

Step 4 handles another unique problem for the Commons – handling named entities that are too specific. For labels that cannot match YAGO entities, Step 4 looks for their parent categories and matches them using the same procedure starting from Step 1. Following previous work [277], this process is not recursive – the Matcher only queries the direct parents to avoid loops in the category hierarchy.

4.4.3.1. Evaluating YAGO3 Matcher. We conducted a lightweight evaluation to assess the performance of the YAGO3 Matcher. We first developed a test set by randomly sampling 1000 images from the Commons. For this test set, our Mapper produced matching results for 2002 categories. Two researchers coded the 2002 categories using a custom user interface. Specifically, they coded the correctness of the matching result by checking if it directly matches the category label when the category label is a named entity, or if it captures the core nouns when the category label is a noun phrase. For samples with disagreement, these two researchers discussed and reached consensus. The full codebook and coding interface are available in the included Github repository.

Our evaluation shows that YAGO3 Matcher achieves high performance on both precision (0.93) and recall (0.91). We note that our accuracy is comparable with previous systems that match categories on Wikipedia to WordNet (e.g., [91]).
4.4.4. Content-Based Tags Filter

As mentioned previously, only content-based tags are needed for ImageNet. To extract only content-based tags, our Content-Based Tags Filter leverages the YAGO3 semantics provided by the YAGO3 Matcher.

Figure 4.4 shows the flow chart for the logic in the Content-Based Tags Filter. Step 1 removes two important types of context-based tags that are identified by prior literature \[36, 301\] – time and location tags. For this, we followed a well-established approach from past work \[227, 264\] which, at its core, used the semantics provided by a knowledge base.
to identify the time and location tags. Specifically, we identified time and location tags by examining whether they are in the <wordnet_location> or <wordnet_time_period> subtree in YAGO3 and, if they are, removed them from the matching results. We note that although these context-based tags cannot serve as labels for the images in ImageNet, the location context-based tags are helpful for assessing the geography the images. We used these tags in our later analysis.

Step 2 involves a more challenging task: removing attribute tags. Prior work identified that, in the context of image labeling, attribute tags mostly represent the authors of the image [301]. As such, Step 2 involves distinguishing between two types of usages of the tags related to a specific person (e.g., <Charles_Dickens>): the cases in which they are used for an image of the person (e.g., picture of Charles Dickens) and the cases in which they are used for an image of the person’s work (e.g., a book by Charles Dickens). This task is particularly difficult because, unlike context-based tags, attribute tags cannot be identified solely by their YAGO3 semantics.

Since no solution exists for filtering attribute tags, we implemented our own approach. We first experimented with computer vision-based approaches. We trained an image classifier that identifies the presence of humans in the images and classifies tags of specific person as attribute tags if no human exists in the image. Although we achieved over 90% of precision on this task, adopting this strategy would require downloading over 6 million Wikimedia Commons images that contain tags of specific person, which would abuse Wikimedia API resources. As such, we experimented with a rule-based approach that only leverages the tags semantics and co-occurrence patterns. As we show later, this rule-based approach achieved performance comparable to the computer vision-based
approach. We note that our approach prioritizes precision over recall because we are more interested in retrieving correct content-based tags than every possible content-based tag that exists in the Commons.

Our rule-based approach, illustrated at the bottom of Figure 3, is based on straightforward heuristics. Step 2.1 leverages tag co-occurrence patterns: it removes tags of humans who might be the creators if they co-occur with tags of their work. For example, it is straightforward that <Charles_Dickens> is an attribute tag if the image also has <wordnet_book> or <A_Christmas_Carol>. Specifically, we identified five types of co-occurrence patterns between the hyponyms of the author and the hyponyms of their work, including the co-occurrence between the hyponyms of writers and hyponyms of books, architects and buildings, illustrators and paintings, sculptors and sculpture, and engraver and engravings.

Step 2.1 is effective when these co-occurrences patterns exist. However, this is not always the case – an image with a Charles Dickens book might have <Charles_Dickens> but not <wordnet_book>. As such, Step 2.2 removes attribute tags based on another heuristic – if an image has multiple tags associated with human, it is more likely that an image actually describes a human instead of the object they created. For example, an image that truly has Charles Dickens as an object likely has multiple tags associated with humans such as <Charles_Dickens>, <wordnet_writer>. By contrast, an image about a book by Charles Dickens would most likely have no other tag associated with human beside <Charles_Dickens>. Using this heuristic, if a tag associated with humans does not co-occur with other tags associated with humans, we remove this tag unless it matches the title of the image, or it is a hyponym of a manually curated white list, which includes
human tags that have substantial usages as content-based tags on the Commons such as <Politician>, <Athlete>, and <Performer>.

4.4.4.1. Evaluating Content-Based Tags Filter. Since Step 1 leverages a well-established approach, our evaluation focused on Step 2 of our Content-Based Tags Filter. We constructed a test set by randomly sampling 200 human tags that are labeled as content-based tags by the Filter. Because evaluating whether a tag associated with humans is content-based or attribute is straightforward for a human labeler, only one researcher coded the test set. Our results show that 92% of content-based human tags that are retrieved are true content-based tags and only 8% are still attribute tags. We do note that the recall of human content-based tags is relatively low. However, this does not under-mine the purpose of the Filter, which is to produce high quality content-based tags.

4.5. Validating that Wikimedia Commons Images Can Reduce Geographic Biases

Applying our pipeline on the entire Wikimedia Commons produced 103 million ImageNet-compatible tags for roughly 47 million images. Using these tags, we conducted two analyses to quantitatively demonstrate the benefits of combining Wikimedia Commons and ImageNet for the purpose reducing the geographic biases in computer vision. First, we showed that Wikimedia Commons images can indeed increase the overall representations of developing countries. Second, using a case study, we showed that it is straightforward to using these Wikimedia Commons images to make statistically significant improvements to ImageNet pre-training model’s performance in developing countries.
4.5.1. Analyses 1: Does Wikimedia Commons increase the geodiversity of ImageNet?

In this section, we investigate whether the Commons can increase the geodiversity of ImageNet, in particular with respect to the relative and absolute coverage of developing countries.

4.5.1.1. Extracting the Locations of Wikimedia Commons images. While inferring the location of an image remains a challenging vision task [92], the rich peer-produced metadata on the Commons made it possible to extract the locations for a non-trivial portion of images on Wikimedia Commons. We leveraged two types of metadata to extract the location of the Commons’ images. First, many images on the Commons are associated with latitude and longitude coordinates, which are either directly imported from a camera’s EXIF information or provided through geocoding by Commons editors. Second, as discussed above, our Content-Based Tags Filter also identified large numbers of context tags that describe images’ locations.

To obtain EXIF coordinates data, we again leveraged the Wikimedia Commons’ download website, which contains the EXIF coordinates for 8.2 million images. For location-based context tags, we note that we only used named-entity level tags (e.g., <Pearl Harbor>) and excluded the concept level location tags (e.g., <wordnet_city>). Some images are associated with multiple location tags, which usually refer to the same location at different scales. For example, an image of the USS Arizona Memorial might have the location tags <Pearl Harbor> as well as <Honolulu>. Since our analysis occurs at the country level, we simply used one location tag as all of these location tags are more local than country level. Since these location tags all correspond to named entities in
YAGO3, we geocoded each tag by querying the English Wikipedia API and requesting their coordinates from their corresponding Wikipedia article information box. In total, we extracted coordinates for 18.5 million images, 44% through EXIF coordinates and 54% through context-based tags.

4.5.1.2. Comparing the Commons and ImageNet on Geodiversity. Figure 4.5 maps the geographic distribution of these 18.5 million images and Table 4.1 lists the 10 most-represented countries. Immediately visible in the figure and the table is that while developed countries like the United States and the United Kingdom are quite prominent in the Commons, developing countries such as the Philippines are also well-represented.

Table 4.2 puts these results in the context of the equivalent numbers for ImageNet as reported by Shankar et al. [39]. The broader geographic distribution of the Commons clearly stands out in Table 2: while the top-five countries in ImageNet comprise 65% of ImageNet, the equivalent number is only 31.4% for our locatable Commons images.
<table>
<thead>
<tr>
<th>Rank in the Commons</th>
<th>Country</th>
<th>% in the Commons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United Kingdom</td>
<td>13.8</td>
</tr>
<tr>
<td>2</td>
<td>United States</td>
<td>11.6</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>10.5</td>
</tr>
<tr>
<td>4</td>
<td>France</td>
<td>7.5</td>
</tr>
<tr>
<td>5</td>
<td>The Philippines</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>Czechia</td>
<td>3.3</td>
</tr>
<tr>
<td>7</td>
<td>Spain</td>
<td>3.3</td>
</tr>
<tr>
<td>8</td>
<td>Netherlands</td>
<td>3.3</td>
</tr>
<tr>
<td>9</td>
<td>Italy</td>
<td>3.0</td>
</tr>
<tr>
<td>10</td>
<td>Russia</td>
<td>2.8</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td></td>
<td><strong>63.0</strong></td>
</tr>
</tbody>
</table>

Table 4.1. The ten most-represented countries in the Commons.

<table>
<thead>
<tr>
<th>Rank in ImageNet</th>
<th>Country</th>
<th>% in ImageNet</th>
<th>% in Commons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>45.4</td>
<td>11.6</td>
</tr>
<tr>
<td>2</td>
<td>United States</td>
<td>7.6</td>
<td>13.8</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>6.2</td>
<td>3.0</td>
</tr>
<tr>
<td>4</td>
<td>France</td>
<td>3.0</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>The Philippines</td>
<td>2.8</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td></td>
<td><strong>65.0</strong></td>
<td><strong>31.4</strong></td>
</tr>
</tbody>
</table>

Table 4.2. Countries that are overrepresented in ImageNet are less dominant in the Commons. ImageNet’s country representation are from Shankar et al. [258].

This includes a dramatic reduction in the relative representation of the United States (ImageNet: 45.4%, the Commons: 11.6%).

Finally, we focus on how our core question - how many images in the Commons are from developing countries? Using the IMF’s definition of developing countries [140], we
found that the Commons can contribute at least 4.1 million new images from developing countries to ImageNet. This is a substantial number: ImageNet currently has 14 million images in total. These additions would include 724k images from the Philippines, 306k from China, 281k from India, 281k from Brazil, and 123k from Mexico. However, we should note that these number are only for Wikimedia Commons images with verifiable locations and there are additional 32 millions images on Wikimedia Commons without location information. If we assume an equal percentage of images from developing countries, that is 4.1 millions images from developing countries among 18.5 millions images with location information (22%), in the rest of 32 millions images without location information, Wikimedia Commons can offer a staggering number of 10.4 millions images from developing countries, almost the same size of ImageNet itself (14.2 millions.)

4.5.2. Analysis 2: Does Wikimedia Commons lead to better ImageNet pre-training models in developing countries? A Case Study on Bridegroom Images

In Analysis 1, we answered a fundamental question - can the geographically diverse Wikimedia Commons be used to address the underrepresentation of developing countries in ImageNet? Our results showed that Wikimedia Commons can indeed provide millions of images from the developing countries, substantially increasing the geodiversity of ImageNet. However, an equally important question remains - will the greater geodiversity in dataset brought by Wikimedia Commons lead to pre-training models’ better performance in developing countries?
The ideal approach to exhaustively answer such a question is to test if Wikimedia Commons could lead to better performance in developing countries in all 1000 classes in ImageNet pre-training models. However, to get such exhaustive answer faces several challenges. The most important challenge is that we lack the complete knowledge about ImageNet pre-trained models' baseline performance in developing countries for all 1000 classes. While prior research [258, 72] demonstrated the geographic inequalities in the ImageNet dataset, they have only shown that the ImageNet pre-trained model has lower performance in developing countries on a very limited number classes. As such, if we conduct experiments on all 1000 classes and do not observe improvement in developing countries on a class for which geographic biases have not been verified, we do not know if the null result indicates that Wikimedia Commons are not helpful or the null result if simply due to the fact that the geographic biases on this class is negligible. An additional challenge is the high-demand of computing resources. Testing on all 1000 classes requires the storage, the pre-processing, and, most importantly, the training of a combination of several millions of images, which require potentially terabytes of storage and multiple hundreds of hours of GPU/CPU time.

Facing the challenges above, we used a case study to get some initial evidence for the Wikimedia Commons' benefits on improving pre-training models in developing countries. Our case study used an ImageNet class for which obvious geographic biases have been verified in [258, 72] - the *bridegroom* class. By using this class, we seek to provide not only initial evidence to support the general utility of Wikimedia Commons' geographically diverse images, but also a working solution for mitigating the geographic biases in a high-profile ImageNet classes that has well-known geographic biases. However, we do note
that our case study is essentially a viability test - if Wikimedia Commons images can improve the accuracy in developing countries, we should be able to observe this effect on the bridegroom class. We lay out future steps necessary for getting an exhaustive answer for all 1000 ImageNet classes in Section 4.8.

To obtain a Wikimedia Commons-enhanced pre-training model for the bridegroom class, we leveraged a transfer learning process called fine-tuning, which takes a deep learning model that has been pre-trained on original ImageNet dataset and trains it with new data. Specifically, we took the InceptionV3 model [281] from Tensorflow 2.0 [4] that is pre-trained on original ImageNet task and trained it with additional bridegroom images from Wikimedia Commons. Doing so will, in theory, allow the original pre-training model to learn what ”bridegroom” looks like in developing countries through the geographically diverse Commons images.

Our fine-tuning process was carefully designed in order to account for the unique characteristic of our task. While fine-tuning process can be applied to any vision task, our fine-tuning task is relatively unique because recognizing bridgeroom images from developing countries needs to focus on the subtle differences in the images (e.g. different type of costumes) compared to the pre-training task of recognizing bridgegroom images from developed countries. Because the differences between original and new task are subtle, recent computer vision research on fine-tuning suggests that the fine-tuning process should be designed in a way to prevent pre-training models from learning substantially different features in new data but instead to focus on fine-grained differences [57]. To do so, we adopted a number of best practices for handling such a scenario from [57]. First, we froze most of the layers in the original pre-trained InceptionV3 model and made only
the top two layers changeable during fine-tuning. Second, compared with the original bridegroom dataset in ImageNet which has 1000 images, we created a random sample of only 100 bridegroom images from Wikimedia Commons, a small fine-tuning dataset following the suggestions from the best practices. Finally, we fine-tuned the original pre-trained model with only one epoch, meaning that the model only learned from the fine-tuning dataset once.

To show that this Wikimedia Commons-enhanced pre-training models have higher accuracy on the bridegroom images from developing countries, we compared this model with two baseline models. The first baseline model is an original, unmodified InceptionV3 ImageNet pre-training model, which has been shown to have relatively low performance in the developing countries. However, only using this baseline is insufficient due to a key confounding factor - the additional bridegroom images used by the Commons-enhanced model. Compared with the first baseline model, the enhanced model has been trained on an additional 100 bridegroom images (from Wikimedia Commons). As such, it is possible that the better performance of the Commons-enhanced model in developing countries can be simply attributed to the fact that the model is trained on more bridegroom images, but not necessarily due to the more geographic diversity introduced by the Wikimedia Commons images. To control for the effect of additional training data, we trained a second baseline model. We again took a InceptionV3 ImageNet pre-training model, but instead of fine-tuning it on 100 Wikimedia Commons images, we fine-tuned it with 100 human-labeled bridegroom images from developed countries. Specifically, we randomly sampled 100 bridegroom images from a third dataset – Open Images dataset, whose images are primarily from developed world [258, 72] and, at the same time, can minimize overfitting
issues when training ImageNet pre-trained models. To control for any additional confounding factors, we leveraged the the same training parameters, including the number of epoch and the number of layers frozen, for fine-tuning the second baseline model.

We evaluated the performance of our Commons-enhanced pre-training model and two baseline models using a test set that includes only bridegroom images from developing countries. To build such a test set, we leveraged bridegroom images from Open Images Extended - Crowdsourced, which are exclusively sourced from developing countries. Even though this dataset has a number of deficiencies (mentioned above), it remains the only available image dataset that focuses on geographic inclusiveness. More importantly, a test set constructed from Open Images Extended - Crowdsourced, which is independent from both ImageNet and Wikimedia Commons, provides the fairest comparison between the original and Commons-enhanced pre-training models. Specifically, we sampled 200 bridegroom images from the Open Images Extended - Crowdsourced dataset. Finally, in order to provide a baseline for the models performance on the original ImageNet dataset which are mainly images from developing countries, we created a second test set by randomly sampling 200 bridegroom images from the original ImageNet dataset.

Following previous work [258], the main performance measurement we used is the mean likelihood of the pre-training model for predicting ground truth bridegroom images as bridegroom images. In other word, this measurement indicates, on average, how ”confident” the pre-training model is to correctly predict the bridegroom image in the test set as a bridegroom image. The mean likelihood is preferred over more straightforward measurement such as accuracy because it offers more fine-grained measurement of the
Table 4.3. Mean likelihood of the pre-training models predicting a ground truth bridegroom image as a bridegroom image. The mean likelihood is averaged across all data in the test sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test Set</th>
<th>test-developed</th>
<th>test-developing</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline-original</td>
<td>0.815</td>
<td>0.230</td>
<td></td>
</tr>
<tr>
<td>baseline-control</td>
<td>0.855</td>
<td>0.273</td>
<td></td>
</tr>
<tr>
<td>enhanced-geodiversity</td>
<td>0.866</td>
<td>0.288</td>
<td></td>
</tr>
</tbody>
</table>

errors made by the models. As such, it helps us not only understand the performance of the pre-training models on the original task (i.e. predicting bridegroom images per se) but also the potential downstream effect to the widely popular pre-training/fine-tuning computer vision paradigm.

Table 4.3 compares the performance of our Commons-enhanced model and two baseline models on the test set. Immediately observed in Table 4.3 is that Wikimedia Commons-enhanced model (enhanced-geodiversity) has higher mean likelihood than both baseline models on the test set that include exclusively bridegroom images from developing countries (i.e., results in test-developing). Most importantly, compared with the baseline baseline-control that controls for the effect of additional training data, the mean likelihood of enhanced-geodiversity is improved from 0.273 to 0.288, or a 5% increase. A Wilcoxon signed-rank test (non-parametric test for two paired groups) showed that this increase is significant (Z=159, p=1.5×10^{-33}) and the effect size as computed by Cohen’s d is 0.742 which is between a “medium” (close to “large”) effect [60].

---

5For most of the ImageNet pre-training models, because the last layer is usually a softmax function, cross entropy loss between the predicted likelihood and the true likelihood is most frequently used. See Appendix for the mathematical relationship between the loss function the the likelihood of each data point.
While the above analyses prove that the performance increase is statistically significant and non-trivial, its practical implications remain slightly intangible. As such, we designed a novel experiment to put the effect size of this performance increase in context. In this experiment, we additionally fine-tuned several variations of baseline-control with incrementally more training data sampled from the same data source and compared these variations’ performance with enhanced-geodiversity. Our experiments showed that 10% to 20% more training data are needed in order to increase the performance of baseline-control to the level of enhanced-geodiversity. In other words, on this specific task, the benefits of training on geographically diverse Wikimedia Commons dataset roughly equal to training on 10% to 20% additional non-geographically diverse ground truth images, which has important implications for data collection process as we discuss later. Finally, we highlight that, while we only applied this experiment on the bridegroom class in our case study, it could be extended as a general approach to explain the benefits of geographically diverse training data to models for other classes.

In addition to supporting our main hypothesis that Wikimedia Commons-enhanced models has significant higher performance in developing countries on the bridegroom class, Table 4.3 highlights another important observation - enhanced-geodiversity model even outperformed the two baseline models on the test set that includes images primarily from developed countries. Specifically, Wilcoxon signed-rank tests showed that the likelihood of enhanced-geodiversity model is significantly higher than that of the baseline-control (Z=162, p=1.6×10^{−33}) with a effect size of Cohen’s d = 0.856 which is a “large” effect size [60]. This result seems to suggest that geodiversity in the training samples even
brings benefits to the samples from developed countries where the models have previously learnt well. Future research should further explore this hypothesis.

4.6. Additional Benefits: Increasing the Size and Breadth of ImageNet

Analysis 1 and Analysis 2 confirmed our main hypotheses that Wikimedia Commons images from geographically diverse and these images are helpful at improving pre-training models’ performance in previously underperforming countries. During this process, we opportunistically found that the Wikimedia Commons dataset we produced can bring two additional long-anticipating benefits to ImageNet: increasing the size and breadth of ImageNet. In this section, we explain why these two benefits are important and describe how Wikimedia Commons images could enable these benefits.

4.6.1. Increasing the Number of Images

ImageNet has approximately 500-1000 images for each class. While this number is sufficient for learning some classes, it is not enough in other cases. Error analyses of 1000 ImageNet classes show that a subset of classes are more difficult to learn [73, 243], with accuracy as low as only 60% with state-of-the-art deep learning models for these classes. Recent advances in deep learning theory have suggested that more training data in difficult classes could be effective at improving classification accuracies on these classes [279]. As such, we assessed if the Commons could increase the number of images in for these more difficult-to-learn classes.

We summarized the number of images for each ImageNet class in the Commons using a straightforward technique that involves traversing the YAGO3 ontology. Figure 4.6
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Figure 4.6. The technique for summarizing the number of images illustrates this technique using an image of a Nigerien stamp which contains a self-portrait of Vincent van Gogh. When summarizing for <Portrait_painting>, our technique searches for all ancestors of this class and increments their counts by one. When one tag has been associated with the same image multiple times (e.g., <wordnet_postage>), the technique only counts the tag once. As such, the count associated with each WordNet class effectively describes the number of images that are in the subtree of this WordNet class.

4.6.2. Increasing the Data Size for Difficult Classes

Using the summary statistics produced in previous section, we demonstrate that the Commons could be used to increase the data size for two types of difficult classes in ImageNet: those with low classification accuracies and those that are semantically similar.
Figure 4.7. The reverse cumulative histogram of the # images the Commons could provide to the difficult classes in ILSVRC. The 0.21 (y-value) at “1200” tick on x-axis means that the Commons could provide 21% of difficult classes at least 1200 images, which double the size of training data for these classes.

We identified classes with low classification accuracies using the per-class accuracies reported by ImageNet Large Scale Vision Recognition Challenge (ILSVRC). ILSVRC contains a 1000-class (1.2 million images) subset of ImageNet and has been widely used for benchmarking object recognition models and producing ImageNet pre-trained features. More specifically, we obtained the per-class performance for the best performing team in the ILSVRC 2015, the latest competition that provides per-class accuracy information. Although average error rate is low (3.5%), the per-class error rates actually vary greatly, ranging from 0% for easy-to-classify classes such as wine bottle, zebra, and barber chair, to 36% for more difficult classes such as guenon, paddle, and hard disk. We focused on the 352 classes than have an greater than average error rate (≥3.5%).
Examining the counts for these 352 difficult-to-classify classes, it is clear that the Commons can substantially add to the number of images available for many of these classes. Figure 4.7 shows a reverse cumulative histogram of number of images the Commons can provide for these 352 classes. Note the red dotted line in Figure 4.7 that intersects the x-axis at 1200, which is the average number of images for each class in the ILSVRC dataset. This line intersects with the distribution at 0.21, highlighting that the Commons can provide 21% of the 352 classes with at least 1200 images. In other words, the Commons can roughly double the size of the training data available for at least 21% of difficult-to-classify classes. The median number of images that the Commons can offer to each of these classes is 130, which is 10% of the average number of images per ILSVRC class.

In addition to the classes with low classification accuracies in ILSVRC, Deng et al. [73] identified another type of class in ImageNet that is particularly challenging for computer vision algorithms – semantically similar classes. Analyzing the classification accuracies for the 7404 leaf classes in the ImageNet ontology, they found that computer vision models are easily confused with the classes that are siblings in the WordNet semantic hierarchy (e.g. different types of buildings). The challenge of classifying semantically similar classes has become known as Fine-Grained Visual Recognition [34, 137, 156] and has drawn increasing attention from the research community.

We investigated whether the Commons can provide new images to help tackle the fine-grained classification problem. Following Deng et al. [73], we focused on the leaf node classes under <Building>. Our results show that the Commons can double the number of the images in 50% of all <Building> leaf node classes.
Overall, we observed that the Commons can be used to grow the number of images in difficult-to-classify ImageNet classes, including the classes that have low classification accuracies and the classes that are semantically similar. Given that more training data leads to more accurate deep learning models on a variety of vision tasks [279], our results suggest potential improvements to ImageNet baseline accuracies.

4.6.2.1. Enhancement 3: Expanding ImageNet’s Coverage. While ImageNet aims to cover a majority of WordNet’s over 80,000 classes, it has so far only covered 27.3%. As noted above, improving ImageNet’s coverage could enable new computer vision applications such as fine-grained recognition [25].

We investigated whether the Commons could extend the coverage of ImageNet by providing a sufficient number of images for WordNet classes that are not in ImageNet. To define the sufficient number of images, we refer to the average number of images in ImageNet which is 650 (this is lower than the average number in the ILSVRC dataset). We focus our analysis on the WordNet leaf-node classes; for the non-leaf-node classes, one can aggregate the images from the child leaf-node classes.

Figure 4.8 shows the reverse cumulative histogram of the number of images the Commons can provide to the previously uncovered WordNet leaf-node classes. The Commons can provide 1591 of all previous uncovered classes with at least 650 images. We note that some of these new classes are semantically related – including different types of mineral and artwork (examples in Figure 4.8) – making them well-suited to new fine-grained classification tasks. We also note that at the tail of the histogram (which is not shown), some new leaf-node classes such as <wordnet_portrayal> and <wordnet_carnival> have a truly enormous number of images in the Commons (225k and 80k respectively). This indicates
that sub-WordNet-class-level fine-grained classification opportunities might exist for these classes by leveraging our YAGO3 entity tags.

4.7. Discussion

Our results offer initial evidence that the peer-produced Wikimedia Commons has tremendous potential to enhance the geodiversity of ImageNet, a critical gold standard dataset that directly or indirectly affects thousands of computer vision models. Besides this main contribution, our findings have additional implications for research that enhances other large gold standard datasets and studies around Wikimedia Commons. Below, we unpack these implications in more detail.
4.7.1. Reducing Training Data Size with Geographically Diverse Data

Our experiment results demonstrate that on the task of recognizing bridegroom images, the benefits of training on geographically diverse training data equals to training on 10% -20% more non-geographically diverse training data. An alternative interpretation of this result is that, if machine learning models are trained with geographically diverse training data, it is likely that these models can achieve the same accuracy with fewer (non-geographically diverse) training data. Given cost of obtaining human-labeled, high-quality training data as well as training, purposefully designing the data collection to prioritize geographic diversity could potentially reduce the amount of data collection, saving money of the dataset developer as well as helping protecting the privacy of contributors. In addition, smaller training data also indicates lower financial and environmental cost of model training process, which has been the subject of ethical concerns of developing large deep learning models [172, 126, 11].

4.7.2. Using Peer Production to Enhance Large Gold Standard Datasets

While market-based crowdsourcing such as Amazon Mechanical Turk is commonly used for collecting data for large gold standard datasets, we showed that a different crowdsourcing mechanism, peer production, can be leveraged as a low-cost approach to enhance these datasets. Successful peer production datasets are often large and knowledge-driven [30, 31], making them a natural candidate for gold standard datasets.

While peer production data are still unable to equally represent all regions of the world [122], we show that peer production has greater geodiversity than some market-based crowdsourcing approaches like the one used in ImageNet. Given that geodiversity has
been a recurring issue for large gold standard datasets (e.g., [72, 258]), our results suggest a promising approach to improve geographic representation in gold standard datasets, if there exists a parallel peer-production dataset. Peer production is far from a panacea when it comes to geodiversity, but it appears to be better than market-based crowdsourcing on the geodiversity front.

It is important to reiterate a number of considerations when integrating peer-produced data into gold standard datasets. First, research has identified a number of societal biases with peer-production (aside from geodiversity), including gender bias [104, 236] and self-focus bias [121]. As such, integrating peer-production data into gold standard datasets should be carefully conducted in light of these issues. Second, the quality of peer-production is known to be better for certain type of projects than for others. For example, Benkler et al. [31] argued that peer-production is most effective for building knowledge-based project such as Wikipedia-like projects, but less effective for creative works. In this regard, the quality of certain types of peer-produced data might be insufficient. Finally, not all peer-production projects have license as friendly as Wikimedia Commons’ or the community might be opposed to the idea of using their data as gold standard datasets for machine learning. As such, licensing and community relationship are some of the other concerns that researchers need to consider if using peer-produced data.

### 4.7.3. Untapped Research Potential of Wikimedia Commons

In addition to facilitating the three ImageNet enhancements we describe above, our work highlights that the Commons might offer many other research opportunities for those in HCI and computer vision alike. For computer vision research, we discovered that
Commons contains more than 10 million context-based and attribute tags that remain largely untapped in the vision community. These non-content-based tags could enable classifications such as styles of buildings, authorship/genre of artwork, and styles of cloth – tasks that demand models to pick up extremely high-level and subtle visual features.

For HCI researchers, Wikimedia Commons has exciting research potential. For instance, comparing Wikimedia Commons to Wikipedia will bring invaluable knowledge about the similarities and differences on the topic coverage between visual and textual peer-produced knowledge. The tags generated and the pipeline developed by our work could help enable this research.

4.8. Future Work and Limitations

The work in this chapter is only the initial step towards the ultimate goal of fully addressing the geographic inequalities in the computer vision-based location-aware AI technologies. To provide readers with the full picture, we use this section to outline all necessary steps for achieving this ultimate goal and to situate the work in this chapter.

Referring back to the propagation of geographic inequalities illustrated in Figure 4.1, the work in this chapter focuses on mitigating the geographic inequalities in the large-scale dataset (i.e. ImageNet) as well as providing initial evidence for mitigating the geographic inequalities in the generic AI models (i.e. ImageNet pre-trained CNN.) Future work should provide more comprehensive evidence for the reduced geographic inequalities in the generic AI models by replicating our machine learning experiments on more ImageNet classes. In addition, while we strongly believe that the reduced geographic
inequalities will follow the same propagation process to finally benefit computer vision-based location-aware technologies, future work should still seek experimental evidence and, more importantly, quantify the effect size.

While our results demonstrate the huge potential of leveraging the Commons to address the geographic inequalities in computer vision-based location-aware technologies, it is important to point out a few limitations of our work. One important limitation is related to the accuracy and biases of the peer-produced category labels on the Commons. An assumption of our work is that these peer-produced category labels are of high quality. While the wide popularity of the Wikimedia Commons (the second most popular projects among all Wikimedia Foundations projects) is generally an strong indication of its high quality [295], no research has directly measured the accuracy of the category labels or the gender and racial biases of the content on the Commons.

A second, more minor limitation is that precision for our YAGO Matcher (93%) is slightly lower than ImageNet’s human labeling (99.7%). However, we note that the tags we produced is still far more accurate than many other large image datasets (e.g., 20% for Open Images [279]).

4.9. Conclusion

To address the geographic biases that exist in the computer vision pre-training models, we explored the possibility of leveraging Wikimedia Commons, a large peer-produced encyclopedic dataset, to substantially increase the representation of developing countries in large image datasets such as ImageNet. We showed that the Commons can 1) provide
a substantial number images from the developing world, and 2) has the potentials to lead to better pre-training models for developing countries.
CHAPTER 5

Addressing the Geographic Biases in Location-Aware Technologies based on Commonsense Knowledge Base

Note: the work in this chapter was originally published in the Proceedings of the 20th ACM Conference on Computer-Supported Cooperative Work and Social Computing (CSCW 2017) [189]. Necessary modifications have been made to situate the original content in the context of this thesis.

5.1. Introduction

In this chapter, we focus on mitigating the geographic inequalities in another type of AI-based location-aware technologies - knowledge base location-aware technologies. As the bottom level of Figure 5.1 shows, an example of knowledge base location-aware technology might be a geographic question & answering (Q&A) chat bot that answers geographic questions such as “What is the population of the United States.” As we discussed previously, one widely used approach to develop AI-based location-aware technologies on the top of a generic AI model. In the case of geographic Q&A chat bot, this generic AI model might be a generic knowledge base technologies, such as Google’s Knowledge Graph [267] (see the middle level of Figure 5.1), which are a type of technology that stores the facts and relationships about concepts in human knowledge. Finally, the generic AI model was based on a large-scale labeled training data - in our example, this is Wikipedia and its
Figure 5.1. The propagation of geographic inequalities from Wikipedia to the knowledge base location-aware technologies

associated data, which have been the foundation of numerous successful knowledge bases (e.g., [277, 130, 16].)

As Figure 5.1 illustrates, similar to how geographic inequalities propagate to computer vision-based location-aware technologies, if geographic inequalities exist in the first level - Wikipedia data, it is likely that these geographic inequalities will propagate through the diagram and finally enter the knowledge base location-aware technologies.

However, we wanted to emphasize that the geographic inequalities in Wikipedia data that this chapter focuses on are different from the geographic inequalities in the ImageNet. The geographic inequalities in ImageNet and other large image datasets are inequalities of data quantity - some geographies are represented with more samples than other geographies. While the inequalities of data quantity do exist in Wikipedia data, they are unfortunately hard to be mitigated with technical solutions - since Wikipedia per se is already arguably the most geographically equitable encyclopedia [106], it is almost impossible to
find another data source that could make up for the knowledge underrepresentations of certain geographies in Wikipedia.

Instead, this chapter focuses on mitigating a different type of geographic inequalities - the inequalities that some geographic concepts have more complete Wikipedia data than other geographic concepts.

To understand this type of geographic inequalities, it is necessary to understand a special type of Wikipedia articles called “sub-article”. The Wikipedia community strongly encourages editors to divide lengthy articles into multiple articles out of a desire to facilitate readability, maximize ease of editing, sustain contributions, and make Wikipedia suitable for diverse technological contexts (e.g. slow connections) \[66\]. According to these guidelines, the original article (parent article) should contain a summary of the concept, and each split-off article (sub-article) should have a full treatment of an important subtopic. As such, while article-as-concept assumption is valid for geographic concepts with one corresponding Wikipedia articles, it is problematic for geographic concepts with more Wikipedia content which have multiple corresponding Wikipedia articles (i.e. one parent article and several sub-articles). For example, Lauderdale in Minnesota, the first U.S. city where the author lived, has only one Wikipedia article “Lauderdale, Minnesota”. By contrast, in addition to the parent article “Portland, Oregon”, Wikipedia contains many other sub-articles about Portland, including “History of Portland, Oregon”, “Downtown Portland”, “Tourism in Portland, Oregon” (among over a dozen other sub-articles).

While sub-articles bring convenience for Wikipedia readers, they lead to data completeness issue for Wikipedia-based knowledge base. Wikipedia-based knowledge base
provides geographic knowledge under, what we called, the “article-as-concept” assumption. That is, Wikipedia-based knowledge base assumes there is one-to-one mapping between geographic concepts and the Wikipedia articles. Under the “article-as-concept” assumption, it assumes that the entirety of the English description of a geographic concept should be in the article with the same title of this geographic concept, and that article alone. As such, when a Wikipedia-based knowledge base requests information about, for example, Portland, Oregon, the knowledge base will only retrieve incomplete data about this concept, including only content from “Portland, Oregon” yet missing out all content in the sub-articles associated with “Portland, Oregon”.

More importantly, this data completeness issue is unequal among geographic concepts. Depending on the amount of their Wikipedia content, geographic concepts have varying number of sub-articles. For example, while a significant geographic concept, such as United States, might have more than 50 sub-articles, a less significant geographic concept, such as Jieyang which is my father’s hometown, have zero sub-articles. As such, for geographic concepts with no sub-articles, Wikipedia-based knowledge base will provide complete Wikipedia information. However, for geographic concepts that have multiple sub-articles, Wikipedia-based knowledge base will only provide partial information, retrieving only the content in the parent articles but missing out important details in the sub-articles.

In this chapter, we proposed one approach to address the unequal data completeness issue among geographic concepts on Wikipedia. That is, we developed a generalizable solution to match parent articles of geographic concepts with all their corresponding sub-articles so that Wikipedia-based knowledge base systems can easily retrieve complete data
for all geographic concepts. To achieve this goal, this chapter introduces the sub-article matching problem. The sub-article matching problem describes the following task: for a potential parent article $p$ in a given language edition, accurately identify all corresponding sub-articles $ps$ in the same language edition. For instance, solving the sub-article problem involves connecting the parent article “Portland, Oregon” with its “History of Portland, Oregon” and “Portland Fire & Rescue” sub-articles (and others), and repeating for all articles in multilingual Wikipedia. As we will show, this will mean determining whether millions of potential sub-articles are indeed sub-articles of corresponding parent articles.

In addition to defining and motivating the sub-article matching problem, this chapter presents the first system that addresses the problem. We collected sub-article ground truth corpora consisting of pairs of parent articles and candidate sub-articles ($<p, ps>$ pairs) in three languages (English, Spanish, and Chinese). We then used that data to train a model that can achieve 84% classification accuracy on average, outperforming baseline approaches by 17%. Further, we show that our model works best on the articles that attract the most reader interest: it outperforms baseline accuracy by 50% on a dataset consisting only of high-interest articles.

The model’s performance is achieved through the use of heterogeneous features ranging from Wikipedia editing practices to the output of semantic relatedness algorithms. Moreover, we were careful to avoid language-specific features in our model, meaning that the model should work equally well in most (if not all) major language editions.

This chapter also situates the challenges to the article-as-concept assumption in a broader theoretical framework. Specifically, we discuss how this issue can be interpreted as a human-machine variation of author-audience mismatch [134], which was originally
conceptualized for human authors and human audiences. We argue that the author-
audience mismatch framework – adapted to machine audiences and human authors –
is useful for understanding a growing number of problems associated with intelligent
technologies’ use of semi-structured peer-produced datasets like Wikipedia.

In the interest of furthering progress on the sub-article matching problem, we have
made our full sub-article ground truth dataset publicly available and we have released
our entire sub-article model as an extension to the WikiBrain Wikipedia software library
[253]. This will make our model immediately usable by Wikipedia researchers and prac-
titioners. Additionally, including our model in WikiBrain will also allow researchers to
make straightforward comparisons with our model’s performance and, hopefully, improve
upon it.

Finally, we note that, although the examples we used above are exclusively geographic
concepts, the article-as-concept assumption in Wikipedia-based knowledge base also af-
facts non-geographic concepts. To make a broader contribution, while the remainder of
this chapter continues using geographic concepts as illustrations, our solution is designed
in a way that can tackle the sub-article matching problems for both geographic and non-
geographic concepts.

Below, we first address related work. We then discuss our efforts to build reliable
ground truth datasets for the sub-article matching problem. Third, we address how we
constructed our classification models and interpret model performance. Finally, we high-
light the theoretical implications of our work associated with author-audience mismatch.
5.2. Background

In this section, we expand on how knowledge base uses Wikipedia and how the sub-article matching problem will be problematic for these scenarios.

The article-as-concept assumption is problematic for projects that to integrate Wikipedia into structured knowledge base. Besides well-known projects such as Google’s Knowledge Graph [267], YAGO [277, 130], and DBPedia [16], one recent high-profile project is Wikimedia Foundation’s very own effort - Wikidata [288]. Broadly speaking, Wikidata consists of items that correspond to Wikipedia articles connected via semantically-labeled properties. Wikidata has become a critical resource for many intelligent technologies (e.g., [82, 217, 299]), which potentially makes the article-as-concept assumption more problematic.

Wikidata’s reliance on the article-as-concept assumption dates back to its launch in 2012, when it used Wikipedia articles to seed its corpus of concepts. As a result of this approach, sub-articles are considered to be separate concepts relative to their parent articles. In other words, in Wikidata, “History of Portland” (English) and “Portland” (English) are treated as describing entirely different concepts, as is the case for hundreds of thousands of other parent article/sub-article relationships.

The problems associated with the article-as-concept assumption in Wikidata are quite apparent in the first large technology to use Wikidata information: Wikipedia itself. For instance, Wikidata is now the backend for the “Other languages” links in the Wikipedia sidebar. These links refer readers to other articles about the same concept in different languages. Because of the article-as-concept assumption in Wikidata, a reader of the
“History of Portland, Oregon” (English) article (or a study using the Wikidata’s connections between language editions) will not be exposed to the large “History” section in the German article on “Portland (Oregon)” that happens to not be split into a separate article. The same problems are occurring with other Wikidata integrations in Wikipedia. For instance, the Wikipedia templates that now draw information from Wikidata will struggle to look up information about a single concept that is split across multiple Wikidata items.

One potential application of our work is leveraging the open-source software package we have released to power a Wikidata editing bot to help propagate “facet of” properties to more Wikidata items. In addition, our software package can also be used to help Wikidata-based applications dynamically integrate information from parent articles and sub-articles.

5.3. Dataset Development

5.3.1. Wikipedia Corpus

We downloaded XML Wikipedia data dumps in January 2015 and processed these dumps using WikiBrain [253], which is a Java software framework that provides access to a range of Wikipedia datasets and Wikipedia-based algorithms (including the semantic relatedness algorithms we use below). We focused on three language editions: Chinese, English and Spanish. These were selected because they (1) are widely spoken and (2) span the East/West spectrum, which has proven to be an important consideration across a large body of HCI literature (e.g., [23, 122, 131, 203]). We additionally processed 22 other language editions as we required additional language editions to operationalize language-neutral features (see below). Overall, our Wikipedia datasets contains the 25 language
editions with the most articles (as of January, 2015), excluding largely bot-generated editions like Cebuano and Waray-Waray. It is important to note that, in addition to utilizing WikiBrain, we also contributed back to WikiBrain by developing a sub-article matching problem extension.

5.3.2. Sub-article Candidates

An essential dataset in our study is our large sub-article candidate dataset. In this subsection, we first define sub-article candidates and then describe how we mine them from the Wikipedia corpora described above.

5.3.2.1. Defining Sub-article Candidates. Without additional information, any Wikipedia article could be a sub-article of any other Wikipedia article in the same language edition. As such, a potentially intractable computational problem emerges. For instance, with its over 5,210,165 articles, the English Wikipedia alone would require examining more than 25 trillion potential sub-article relationships (5210165 * 5210165 - 5210165).

Fortunately, Wikipedia editors use a number of indicators that allow us to prune away a huge portion of these potential sub-article relationships a priori, resulting in a much smaller (but still large) group of sub-article candidates. Editors employ these indicators – which vary from language edition to language edition – to highlight for readers when content from a parent article has been split off into a sub-article.

To identify indicators for sub-article candidates, a single investigator fluent in English and Spanish accessed thousands of pages in all 25 language editions in our corpus, focusing on concepts that typically had sub-articles in many language editions (e.g. countries, major historical events, large cities). Although context is usually sufficient to identify a
sub-article relationship, the investigator used Google Translate as an aid when necessary. Whenever the investigator encountered a potential sub-article relationship, he recorded the parent article (e.g. “Portland, Oregon”), the potential sub-article (e.g. “History of Portland, Oregon”), and, most importantly, the Wiki markup that was used to encode the relationship (Wiki markup is the markup language used by Wikipedia editors to write articles). The final dataset consists of 3,083 such records, and is included in the release of our ground truth dataset.
Figure 5.3. The “See also” section of the English article about the Canadian territory of Nunavut. Some links here are clearly sub-articles, while others are more distantly related to the concept of Nunavut (e.g. “Arctic policy of Canada”).

Using the above process, we identified two general types of sub-article indicators. The first type is the template-based indicator that resembles the appearance of Figure 5.2, although the specific markup and prompt varies within and across languages (e.g. the “{{main article}}” template in Spanish is “{{AP}}” for artículo principal, and similar English templates include {{see also}} and {{further}}). Templates in Wikipedia are a type of wiki markup that editors can use to generate complex HTML just by entering a few parameters, which is illustrated in Figure 5.2.

The second type of indicator is significantly different. Potential sub-article relationships encoded through this type of indicator are listed at the bottom of articles under a header titled “See also” or its equivalent in other languages. Interestingly, using see also-based indicators for sub-articles is explicitly contrary to community guidelines in some language editions (e.g. the English Wikipedia’s Manual of Style, which state that “See
also” sections should be reserved for links to peripherally-related content). However, our candidate dataset reveals that editors frequently violate these guidelines (e.g. Figure 5.3).

More generally, while both template-based and see-also based indicators are often used to indicate sub-article relationships, they are also used for a variety of other purposes, causing large numbers of false positives to emerge. Figure 5.2 illustrates this phenomenon with an example highlighting one of the more common sub-article indicators in the English Wikipedia: the main article template-based indicator. The top of Figure 5.2 shows a situation in which this indicator is used to demarcate a true sub-article relationship (“Portland, Oregon” and “Sports in Portland, Oregon”), but the bottom shows a situation in which this is clearly not the case (“Caffeine” and History of chocolate”, “History of coffee”, “History of tea”, and “History of yerba mate”).

To summarize, although sub-article indicators like “main article” are ambiguous, mining them from the article text of each language edition is an essential pre-processing step. This is because (1) they can be considered to be a broad superset of all sub-article relationships and (2) they prevent us from having to compare all articles in every language edition in a pairwise fashion (a potentially intractable brute force approach). Below, we describe the procedures we use to execute this multi-faceted mining process.

5.3.2.2. Mining Sub-article Candidates. After developing our dataset of sub-article indicators, we used these indicators to write a script that parsed out all sub-article candidates across all 25 languages. In most cases, this script utilizes straightforward regular expressions, although other cases were more complicated. Our script is included in our open-source WikiBrain sub-article software library.
A quick examination of this dataset was our first indication that separating the signal (true sub-articles) from the noise (false sub-articles) will be difficult, even among the much narrower class of sub-article candidates. We originally expected that many sub-articles would follow the pattern “something of parent article” such as “Geography of the United States” (sub-article of “United States”), and the equivalent in each of the 25 languages we considered (e.g. “Geografía de Estados Unidos” in Spanish). However, it became clear in this preliminary dataset that a significant portion of sub-articles violate this pattern. For instance, this preliminary dataset contains potential sub-article relationships between parent articles $p$ and candidate sub-articles $p_{cs}$ such as $p =$ “List of Chinese Inventions” and $p_{cs} =$ “Four Great Inventions”, $p =$ “United States” and $p_{cs} =$ “American Literature” and $p =$ “The Silmarillion” and $p_{cs} =$ “Valaquenta” (all from the English Wikipedia.)

Overall, we found sub-article candidates for a substantial proportion of Wikipedia articles. For instance, over a quarter of articles in English and Spanish Wikipedia contained sub-article candidates. More details about these percentages, including the share of template-based and see also-based indicators, is available in Table 5.1.
5.3.3. Ground Truth Datasets

As is typical in many types of machine learning, our sub-article models require extensive ground truth data for both training and testing. Because no prior work has defined, let alone attempted to solve, the sub-article matching problem, it was necessary to both generate our own ground truth datasets as well as to define their character and structure. By developing these datasets and making them publicly available, we also hope to make it easier for other researchers to build on our results.

In this sub-section, we first define the high-level structure of our ground truth datasets, focusing on how they were sampled from the larger set of overall sub-article candidates. We then describe how we labeled each potential sub-article relationship in these datasets. This is an important process that, as is often the case when developing the first ground truth dataset for a new problem, led to a formalization of the definition of sub-articles.

5.3.3.1. Sampling and Structure: Selecting Sub-article Candidates. We generated three ground truth datasets, each using a different strategy to sample from the sub-article candidate population. All three datasets consist of a series of \( p, pcs \) pairs (i.e. \( p \)arent article, potential sub-article\( pcs \) pairs). For each dataset, we randomly selected 200 pairs from English, and 100 each from Spanish and Chinese. Each of the three sampling strategies was designed to maximize ecological validity for a different class of sub-article matching use cases. These strategies are described in more detail below:

- **High-Interest**: This dataset consists of \( < p, pcs > \) pairs whose parent articles are sampled from the 1,000 most-viewed articles for a given language edition. We gathered page view data from the Wikimedia’s Page View API\(^1\) and aggregated it

\(^1\)https://wikimedia.org/api/rest_v1/
from August 2015 to February 2016. This is a user-centered dataset that is driven by the actual demand for Wikipedia content. Performance on this dataset will be a good proxy for the model’s performance on most real-life systems, especially those that are directly user-facing (e.g. Omnipedia [23], Manypedia [204], etc.). This means that High-Interest is likely the most important of the three datasets.

- **Random**: The parent articles in this dataset were sampled randomly from all articles in each language edition. Corresponding sub-article candidates were then randomly selected from the set of candidates available for each parent article (potential parent articles without sub-articles were ignored). Given the long-tail quality distribution of Wikipedia articles [2], this dataset includes large numbers of short, low-quality articles. It also contains many articles that are of very limited reader interest (relatively speaking). This dataset will give a lower-level understanding of performance across entire language editions.

- **Ad-Hoc**: This dataset was generated by sampling from the 3,083 \( p, p_{cs} \) pairs generated during the indicator identification process, focusing only on candidates from English, Spanish, and Chinese. This was the first dataset we generated, and it served as a successful feasibility test. It also provides a useful triangulation of our models’ performance relative to the other two ground truth datasets.

### 5.3.3.2. Labeling: Evaluating Sub-article Candidates

The Wikipedia community has no precise formal definition for what separates a “true” sub-article from a “false” one. This is because the sub-article construct was invented for human readers, and human readers do not need such binary distinctions: if a human is interested in a link, s/he clicks
on it, regardless of whether the link is a sub-article or not. (We return to this issue when covering audience-author mismatch in the Discussion section.)

Wikipedia-based studies and systems, on the other hand, must make this binary distinction, and must do so frequently and explicitly. As such, a major challenge becomes finding a way to codify the definition of a sub-article relationship in our ground truth datasets in a fashion that Wikipedia-based systems and studies can understand, while at the same time respecting the variability of sub-article relationships encoded by human Wikipedia editors.

To address this challenge, we adopted the approach of past Wikipedia research that has also sought to codify fluid Wikipedia constructs (e.g., [23]). Specifically, we utilized a two-part method that allows the researcher or system designer to decide how broadly or narrowly they want to define the sub-article construct, according to the needs of their application or study. The first step in this process involved coding potential sub-article relationships on an ordinal spectrum in recognition of the non-binary nature of the sub-article relationships. We then proposed several reasonable thresholds and examined our results using each of these thresholds. This multi-faceted approach allows us to understand the performance of our models at each breadth level and allows the users of our system to flexibly choose from broader and stricter definitions of sub-articles.

With regard to the ordinal coding stage, for each language of each dataset (English, Spanish, Chinese), we recruited two coders who were fluent in the corresponding language. Coders were asked to assign each $< p, p_{cs} >$ a code along an ordinal scale from 0 (definitely not a sub-article) to 3 (definitely a sub-article), with each code being defined as follows\(^2\)

---

\(^2\)Our full coding instructions and codebook are included in Appendix.
• 3: The only reason the sub-article candidate exists is to split the corresponding parent article into more manageable subtopics. The potential sub-article really does not deserve its own page, and the corresponding parent article is the best place to put the sub-article’s content.

• 2: Same as above, but the topic of the sub-article candidate is significant enough to warrant its own page.

• 1: The sub-article candidate contains information that would be useful to have in the parent article, but also contains its own, unrelated (non-overlapping) content.

• 0: The sub-article candidate is about a topic that is trivially related to the parent article or has a large amount of non-overlapping content.

The inter-rater reliability on our datasets as computed by Weighted Cohen’s Kappa [59] ranged from 0.56 to 0.78, which is considered a “moderate” to “substantial” agreement [177]. We used Weighted Cohen’s Kappa since it is the most appropriate for our ordinal codes [20].

After examining our ground truth ratings data, we determined three reasonable thresholds that researchers and practitioners may want to use to separate sub-articles from non-sub-articles. The strictest definition requires an average score of 3.0 from two coders, meaning that both gave the relationship a ‘3’. Next, we considered a threshold at an average rating of 2.5, which is more flexible but still required one coder to give a candidate relationship a ‘3’ and the other to give it a ‘2’. Finally, we also considered an average score of 2.0 as a threshold, which is the broadest definition and can come from various rating configurations.
5.4. Modeling

5.4.1. Overview

The goal of our modeling exercise was to accurately address the sub-article matching problem using machine learning techniques. In other words, our aim was to build classification models that can accurately predict whether a parent article/sub-article candidate pair \(<p, p_{cs}>\) represents a true sub-article relationship (i.e. \(a < p, p_\alpha >\)). As we discussed above, we defined this classification problem along three dimensions: (1) dataset \{high-interest, random, ad-hoc\}, (2) sub-article definition/threshold average rating = 2.0, 2.5, 3.0 and (3) language English, Spanish, Chinese. Our machine learning experiments, described below, allow us to assess our models’ performance along each dimension.

We experimented with a variety of well-known machine learning algorithms including SVM, Random Forest, Decision Tree, Naïve Bayes, Logistic Regression, and Adaboost. In the body of this section, we report results from the algorithm with the best performance. Our emphasis here is to demonstrate that one can successfully address the sub-article matching problem using popular machine learning algorithms instead of providing a detailed performance analysis of each specific algorithm. However, we supplement this discussion with detailed classification accuracies for each machine learning algorithm and dataset configuration in Appendix A. Interestingly, in most situations, the choice of the best machine learning algorithm is consistent across languages and definitions of sub-articles within a given dataset type (i.e. high-interest, random or ad-hoc).

For evaluation, we followed standard practice [37] and conducted 10-fold cross validation, reporting the average accuracy across all folds. Because work in this chapter
is the first to define and attempt to solve the sub-article matching problem, we cannot compare our models’ accuracies with any prior work. This is a relatively common situation when applying machine learning in HCI research [123, 230]. When it occurs, the best practice is to one compares one’s results to straightforward baseline approaches (e.g., [113, 231, 296]). In this chapter, we utilized the baseline approach that we found to be most powerful: always predicting the most frequent label in the training set.

Because our models are only as powerful as the features they leverage, before describing our results, we first describe each feature in detail. The features we use are diverse, drawing from techniques ranging from simple syntax comparisons, to network metrics, to advanced natural language processing algorithms. However, nearly all of our features have one key property in common: language neutrality. This means that they can be utilized to help predict whether a sub-article candidate is really a sub-article of a given parent article, regardless of the language edition of the parent and candidate.

A frequent technique we use to make a feature that would be otherwise language-specific into one that is language neutral is immediately converting language-specific \( < p, p_{cs} > \) pairs to language-neutral concepts using Wikidata cross-language mappings. For instance, comparing the number of characters or tokens shared by the parent and sub-article candidate article titles is a feature whose output and effectiveness varies extensively across language editions (i.e. it is more useful in Western languages than Eastern languages). However, by using cross-language mappings, when considering articles from Eastern language editions, our models can take advantage of the power of this approach in Western languages by examining the titles of the equivalent concepts in English, Spanish, and so on. Our typical approach to implementing this at scale is to calculate the value of
each feature in a language-specific fashion for all articles about the same concepts as the input \(< p, p_{cs} >\) pair. We then aggregate the output of these values, e.g. using maximums, averages, ratios, or summaries.

5.4.2. Features

\textit{PotSubLangsRatio}

Since assigning sub-article indicators is a manual process, we expect that if an article is a sub-article candidate for a given parent article in many different language editions, this will increase the likelihood that the candidate is a true sub-article. For instance, “History of the United States” (English) is a sub-article candidate (as indicated by the “main article” template) of “United States” (English), and the same relation is true for their corresponding articles in Spanish Wikipedia (with the \{\{AP\}\} template). We operationalize this feature by calculating the ratio between the number of languages in which there is a potential sub-article relationship and the number of languages in which the parent articles and sub-article candidate both have corresponding articles.

\textit{MaxTokenOverlap}

This feature focuses on article titles only and considers the percentage of tokens in the parent article’s title contained within the sub-article candidate’s title. It takes the maximum token overlap of the equivalent articles in all languages. A high value signifies that the parent article and sub-article candidate share a large portion of words in their titles (in at least one language) and we hypothesized that this would represent a higher-likelihood sub-article relationship. When computing this feature, we tokenized Eastern languages
that are written in a scriptio continua pattern (no spacing or other dividers) and to match characters between Traditional Chinese and Simplified Chinese.

**NumLangsRatio**

This feature measures the relative “globalness” of the parent article and the sub-article candidate across all 25 languages. It is computed as the number of language editions in which the parent article has foreign language equivalents, divided by the same number for the sub-article. For instance, for the pair “Portland, Oregon”, “Sports in Portland, Oregon” has corresponding articles in all 25 languages while “Sports in Portland, Oregon” only has an article in the English Wikipedia. We hypothesized that a higher value would indicate a higher likelihood of a parent/sub-article relationship because other languages might not yet have split the relevant content into two articles.

**MainTemplatePct**

This feature leverages one of the most prominent sub-article indicators: the main template. Main templates can be seen in Figure 1, and all 25 language editions have a version of this template. Although ambiguously used in many cases, we hypothesized that main templates had the highest precision of all the indicators. Moreover, in many languages, the usage guide for this template corresponds well with the notion of sub-articles. We calculated this feature as follows: the number of language editions in which the sub-article candidate appears in parent article’s main template divided by the number of language editions.

3[https://en.wikipedia.org/wiki/Template:Main_article](https://en.wikipedia.org/wiki/Template:Main_article)
editions in which there is any sub-article indicator between the two articles. In other words, the feature is the share of the potential sub-article relationships between two concepts defined using a main template.

MaxSectionTokenOverlap
This feature specifically considers the template-based sub-article indicators. Note that in Figure 5.2, these indicators almost always appear below a section sub-head. This feature is the direct analogue to MaxTokenOverlap, but uses the title of the preceding section sub-head rather than the titles of the articles.

MaxMainTFInSub
In all language editions, most Wikipedia articles begin with a summary of the content of the article. This feature calculates the term frequency of the parent article’s title in the summary paragraph of the sub-article candidate and takes the maximum across all languages. We hypothesized that as part of the natural editing process, when editors spin off a sub-article, they refer back to the parent article in the introduction. As such, we expected a higher value would lead to a higher likelihood of a sub-article relationship.

IndegreeRatio
This feature describes the relative centrality of the parent article and sub-article candidate in the article graph of a given language edition. We hypothesized that true sub-article relationships would more often involve a central/important parent and a less central/important sub-article than vice versa. This feature is calculated by taking the ratio
of the indegree of the parent article (i.e. the number of Wikipedia articles that contain a hyperlink to this article) and the indegree of the sub-article, each of which is summed across all languages. Indegree is commonly used as a straightforward metric of network centrality/importance in large graphs like the Wikipedia article graph [153].

MilneWitten
This feature is the MilneWitten semantic relatedness (SR) measurement [297, 212] between the parent article and sub-article candidate. We hypothesized that a higher SR between the two articles would mean that these two articles are more likely to be in true sub-article relationship. For example, in the English Wikipedia, “History of chocolate” and “Caffeine” are less related than “Sports in Portland, Oregon” and “Portland, Oregon”.

Other Features
Besides the features described above, we also tested features that consider the structural complexity of p and pcs. For example, the ratio between the number of templates in a parent article and candidate sub-article and the ratio between the number of references in a parent article and a candidate sub-article. These features provided only a marginal improvement to the classification accuracy. With parsimony in mind, we did not include them in the final model construction.
5.4.3. Results

5.4.3.1. On High-Interest Dataset. Figure 5.4 (a) shows the ability of our model to correctly distinguish true sub-article relationships from false ones in the High-Interest ground truth dataset according to all three definitions of sub-articles (2.0, 2.5, 3.0). Recall that the High-Interest dataset focuses on high-demand concepts that are frequently accessed by Wikipedia readers, making our model’s results on this dataset particularly important. For simplicity, although we tried the multiple machine learning algorithms
described above, we only report the one with the highest accuracy in the figure (more results are available in Appendix A). For High-Interest, Linear SVM and Random Forest alternated as the best techniques.

As can be seen in Figure 5.4 (a), in all cases, our models outperformed the baseline method by a substantial margin. On average, our model exceeded baseline performance by a factor of 1.45, and this number went up to around 1.8 in specific cases. The highest absolute accuracy was 90% (English, 2.5-average) and the lowest absolute accuracy was 70% (Spanish, 2.0-average). Overall, Figure 5.4 shows that for concepts that are in high demand, the features we have defined make it a relative straightforward task for a learned classification model to determine whether a sub-article candidate is a “true” sub-article.

5.4.3.2. On Random Dataset. Figure 5.4 (b) shows the classification results on the Random dataset. Immediately visible in the figure is that the baseline accuracies for this dataset are much higher than those for the other datasets. In the most extreme case – the 3.0-threshold Spanish dataset – the baseline accuracy reaches 100%, which makes the classification results meaningless in the context of this study. These higher baselines occur because in this dataset, the vast majority of sub-article candidates are negative examples. The necessary result of this situation is that a baseline approach that always guesses ‘no’ will be accurate most of the time, and this is a tough baseline for any algorithm to beat.

Indeed, while their absolute accuracies are quite high, our models in general only marginally improve upon the baselines with respect to this dataset. The highest classification accuracy relative to the baseline is on Chinese sub-article candidates with the 2.0-average threshold. English with a 3.0-average threshold was the only configuration in which the classifier failed to improve upon the baseline at all.
5.4.3.3. **On Ad-Hoc Dataset.** Figure 5.4 (c) shows the classification accuracies on the Ad-Hoc dataset. Among the machine learning algorithms, Linear SVM and Random Forest alternate as the best algorithm across different languages and definitions of sub-articles. While absolute accuracy levels on this dataset are comparable with those for High-Interest, the baseline accuracies are generally higher. This means that a smaller improvement was made by our models on this dataset relative to the baseline.

5.4.3.4. **Summary of Results.** Figure 5.4 (d) compares the average classification performance for each dataset across all sub-article thresholds and languages. This figure further reinforces several high-level trends mentioned above:

- On the *High-Interest* dataset that contains articles in high-demand by readers and the *Ad-Hoc* dataset that is sampled from more meaningful concepts, our classification results outperform the baseline consistently and substantially across all three languages (See Figure 5.4 (a), (c), and (d)).
- On the *Random* dataset that contains articles typically of lower interest, shorter length, and lower quality, our models generally do not make a substantial improvement compared to the baseline method (See Figure 5.4 (b) and (d)).

5.4.4. **Feature Analysis**

In order to understand which features were the most important to the success of our models, we examined the Random Forest versions of our models. These models have the advantage of (1) being the top or close to the top performing models in most configurations of our experiments (see Appendix) and (2) they afford straightforward analysis of feature importance. Specifically, in Random Forest models, feature importance can be evaluated
<table>
<thead>
<tr>
<th>Feature</th>
<th>Avg. Rank of Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaxMainTFInSub</td>
<td>2.7</td>
</tr>
<tr>
<td>MaxTokenOverlap</td>
<td>2.8</td>
</tr>
<tr>
<td>MaxSectionTokenOverlap</td>
<td>3.7</td>
</tr>
<tr>
<td>NumLangsRatio</td>
<td>3.8</td>
</tr>
<tr>
<td>PotSubLangsRatio</td>
<td>4.5</td>
</tr>
<tr>
<td>MilneWitten</td>
<td>5.4</td>
</tr>
<tr>
<td>IndegreeRatio</td>
<td>5.6</td>
</tr>
<tr>
<td>MainTemplatePct</td>
<td>7.3</td>
</tr>
</tbody>
</table>

Table 5.2. Feature importance averaged across all languages and all definitions of sub-articles on the High-Interest dataset. Feature importance is computed using a Random Forest model.

by adding up the weighted impurity decrease for all trees in the forest using an impurity function such as the Gini index or Shannon entropy \([41, 42]\). This approach has been used for feature selection in various domains including but not limited to bioinformatics \([274, 275]\), image classification \([99]\), and ecology \([70]\).

Table 5.2 presents the importance rank for each feature on the High-Interest dataset (averaged across language and sub-article definition). Note that \(MainTemplatePct\) is the least important feature. Recall that this feature is motivated by the fact that it reflects community-defined rules for linking parent articles and sub-articles. As such, we originally expected \(MainTemplatePct\) to be a strong predictor of true sub-article relationships. However, even though we account for human error to some extent (by aggregating across all languages), \(MainTemplatePct\) remains relatively non-predictive. Closer examination of the data reveals that although these guidelines are properly documented, human editors failed to consistently follow the guidelines. For example, in the “Donald Trump” (English) article, which is one of the top ten most-viewed English articles in our page view...
data, Wikipedia editors correctly tagged the true sub-article “Donald Trump presidential campaign, 2016” with the template {{main article}} while they incorrectly tagged the true sub-article “Donald Trump presidential campaign, 2000” with the template {{see also}}.

Table 5.2 also shows that MaxSectionTokenOverlap, MaxTokenOverlap, and MaxMainTFInSub are relatively important features. Unlike MainTemplatePct, which relies on editors explicitly indicating sub-article relationships as defined by community guidelines, these natural language features are implicit: they capture the lexical, linguistic and semantic relationships between parent articles and sub-articles that emerge through the natural editing process. For instance, when Wikipedia editors move content to a new sub-article, it is natural for them to add a lead sentence that points back to the parent article \(^4\). This natural editing process is captured by MaxMainTFInSub. We believe that the variation in effectiveness between the explicit standard-based features and the implicit features may point to author-audience mismatch issues, which will be detailed in the Discussion section.

5.4.5. The Impact of the Article-as-Concept Assumption

Our trained models allow us to quantify the impact of the article-as-concept assumption. Specifically, the models allow us to ask: for how many articles and page views is the article-as-concept assumption invalid due to sub-articles?

To address this question, we deployed our High-Interest, 2.5-average threshold model on the 1,000 most-viewed articles in English Wikipedia. Table 5.3, which contains the

\(^4\)https://en.wikipedia.org/wiki/Wikipedia:Splitting#How_to_properly_split_an_article
<table>
<thead>
<tr>
<th>Impact Metric</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of articles with sub-articles</td>
<td>70.8%</td>
</tr>
<tr>
<td>% of page views to articles with sub-articles</td>
<td>71.0%</td>
</tr>
<tr>
<td>Avg # of sub-article per article</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Table 5.3. The impact of applying our model on the top 1000 most-viewed articles in English Wikipedia.

results of this analysis, shows that sub-articles cause violations of the article-as-concept assumption in a large percentage of cases. For instance, over 70% page views to this set of critical articles go to articles that contain at least one sub-article. Table 3 also reveals that on average, each of the top 1000 English Wikipedia articles has 7.5 sub-articles.

This result has important implications for user-centric Wikipedia-based technologies such as Omnipedia, Manypedia, and others. Based on the findings in Table 5.3, designers of these technologies should assume that users will frequently engage with articles that have sub-articles. Indeed, it appears that at least for the most popular articles, sub-articles are not the exception, they are the rule.

5.5. Discussion

5.5.1. Audience-Author Mismatch

Immediately above, we showed that the article-as-concept assumption, which is central to many Wikipedia-based studies and systems, fundamentally breaks down for a substantial proportion of high-value Wikipedia articles. In this section, we describe how this issue may be just one in a growing series of problems for Wikipedia-based studies and systems associated with author-audience mismatch [134].
The author-audience mismatch framework was originally intended to explain problems associated with human authors failing to sufficiently customize their content for a given audience (e.g. in a cross-cultural context). However, this framework may also be helpful for understanding the root cause of the article-as-concept assumption and its resultant problems. Namely, Wikipedia editors write Wikipedia articles for the needs of human audiences, but increasingly, Wikipedia has two additional audiences as well: Wikipedia-based studies and, in particular, Wikipedia-based systems. These audiences often have fundamentally different needs than human audiences.

It is important for Wikipedia’s studies and systems audience that all content about a concept in a given language edition be contained in a single article. However, for Wikipedia editors’ intended audience – other humans – doing so would violate Wikipedia’s guidelines to break up long articles into parent and sub-articles. These guidelines emerge from clear human needs. For instance, lengthy articles take a long time to load with the slow Internet connections used by many Wikipedia readers [67]. Additionally, long-standing notions of web usability clearly establish that lengthy web pages result in poor user experiences [43, 221, 219].

The tension between the needs of human audiences and those of Wikipedia studies and systems is exacerbated by a few additional findings in this chapter. In our analysis of feature performance, we identified that while Wikipedia has developed a number of structured mechanisms to link sub-articles to their corresponding parent articles (e.g. main article templates), they are misused so extensively that our models found them only minimally helpful when separating true sub-article relationships from false ones. We also observed the inverse. For instance, structured constructs like “See also” sections are not
supposed to be used for strong relationships like those between parent articles and sub-
articles, but editors use them this way anyway. It is not hard to see why these problems
have emerged: human authors know that their human audience can click on a sub-article
link if they are interested, regardless of whether it is properly encoded.

Author-audience mismatch problems may create major challenges for machines and
studies beyond the article-as-concept assumption, and even in peer production datasets
other than Wikipedia. For example, consider the tagging infrastructure in OpenStreetMap
(OSM) – the “Wikipedia of Maps” [88]. OpenStreetMap has a robust and well-defined
set of tagging practices, but recent evidence suggests that OSM editors do not follow
standards when they are not perceived as necessary for their specific human audience
[162]. For instance, if a human has to decide between tagging a restaurant that serves
both coffee and donuts with either “coffee shop” or “donut shop”, it is unlikely they will
spend time reading and strictly following the guidelines. Instead, the most likely thought
process is “I’ll choose one and people know that they can probably get coffee and donuts
at both types of places.” However, for an OSM-based location-based recommender system
using this information as training data (e.g. [22]), this is a potentially serious source of
noise if it generalizes across many tags.

Returning to Wikipedia, another example comes from how different language editions
treat synonyms. Recent research by Wulczyn et al. [299] has found that different language
editions opt to create articles for different synonyms of the same concept. For instance, the
English Wikipedia decided to create article only for “Neoplasm” while German Wikipedia
chose to create article only for “Tumor”. While this may suit the human audiences of each
individual language edition, it requires additional intelligence for a machine to establish a linkage.

5.5.2. Limitations and Future Work

While we were able to address the sub-article matching problem with good accuracy for most datasets, our solution has a few important limitations that serve as starting points for future work. First, our models were trained only on potential sub-article relationships that are explicitly encoded by Wikipedia editors. We believe this approach is appropriate as it respects the decisions of editors and almost certainly captures the vast majority of sub-article candidates. That said, it would be interesting to try to discover implicit sub-articles in an automated fashion. A system that can execute implicit sub-article discovery successfully may be useful to Wikipedia editors [292] in addition to system-builders and researchers who work with Wikipedia.

Another limitation is that our models are trained on only a small set of data from just three language editions. There are possible nuances in sub-article usage that might be missed with this limited view. A third limitation is that although our models work well on the articles that attract the most reader interest, they fail to work equally well on the large number of articles that are of lower quality and shorter length. Future work should involve designing a model focused on these articles.

Finally, since we made our features language-independent by aggregating over all language editions, we observed some scalability problems for structurally complex articles. For example, feature generation for the “United States” (English) page, which contains over 200 potential sub-articles, can take minutes. While this problem can be
easily addressed by caching the classification results, future work may want to improve
the scalability of our approach to reduce pre-processing and updating time.

5.6. Conclusion

In this chapter, we analyzed how article-as-concept assumption will result in unequal
information access in Wikipedia-based knowledge base, which is widely used to power
location intelligence in location-aware technologies. We formulated the sub-article match-
ing problem as a way to address the article-as-concept assumption. By developing models
that draw on a diverse feature set, we addressed the sub-article matching problem with
relatively high accuracy, especially for the Wikipedia articles that attract the most atten-
tion. Finally, in order to help researchers immediately address the sub-article matching
problem in their own systems and studies and push this line of research forward, we have
made our model and our gold standard sub-article datasets freely available for download\(^5\)

\(^5\)http://z.umn.edu/WikiSubarticles
CHAPTER 6

Supporting Projects

In this chapter, I briefly describe two additional projects led or co-led by me that support the main work in the Part 2 of this thesis. Although not directly addressing the topic of geographic inequalities in Location-Aware artificial intelligence technologies, these two projects provide important context and inspire key solutions for the work in Chapter 4 and Chapter 5.

For each of the two supporting project, I first explain their connections to this thesis and then offer a summary of their research questions, methodologies, and results.

6.1. Project 1: Mining Wikimedia Commons to Enrich News Articles

6.1.1. Connections to this Dissertation

Project 1 supports the work in Chapter 4 by offering a critical understanding of the diversity, magnitude, and quality of the images on Wikimedia Commons. Originally published as a full paper onthe 2018 World Wide Web Conference [186], this project built a system that mines data visualizations in Wikimedia Commons and recommend suitable ones for contextualizing the facts and numbers referenced in news articles. As one of the first projects that leveraged Wikimedia Commons’ images, this project demonstrated the great diversity, quality, and volume of this dataset, motivating us to use it to enhance the geodiversity of ImageNet.
6.1.2. Summary of Project 1

Data visualizations in news articles (e.g., maps, line graphs, bar charts) greatly enrich the content of news articles and result in well-established improvements to reading comprehension. However, existing systems that generate news data visualizations either require substantial manual effort or are limited to very specific types of data visualizations, thereby greatly restricting the number of news articles that can be enhanced. To address this issue, we define a new problem: given a news article, retrieve relevant visualizations that already exist on the web. We show that this problem is tractable through a new system, VizByWiki, that mines contextually relevant data visualizations from Wikimedia Commons, the central file repository for Wikipedia. Using a novel ground truth dataset, we show that VizByWiki can successfully augment as many as 48% of popular online news articles with news visualizations. We also demonstrate that VizByWiki can automatically rank visualizations according to their usefulness with reasonable accuracy (nDCG@5 of 0.82).

6.2. Project 2: Understanding the Geographic Inequalities in Pokemon Go

6.2.1. Connections to this Dissertation

Project 2 supports the Part 2 overall by understanding the geographic inequalities in a different type of location-aware computing technologies - location-based game. Published as a full paper on 2017 CHI Conference on Human Factors in Computing Systems [61], this project found that the location-based games also contain geographic inequalities similar to location-based AI technologies. Specifically, similar to the trend in computer-vision-based location-aware AI technologies that places with better economic status enjoy
higher performance, places with better economic status such as urban areas or areas whose predominant residence are of privileged race have substantially more resources in Pokemon Go, driving large crowd of players towards these geographies and potentially reinforce their economic advantages.

6.2.2. Summary of Project 2

The widespread popularity of Pokémon GO presents the first opportunity to observe the geographic effects of location-based gaming at scale. This paper reports the results of a mixed methods study of the geography of Pokémon GO that includes a five-country field survey of 375 Pokémon GO players and a large scale geostatistical analysis of game elements. Focusing on the key geographic themes of places and movement, we find that the design of Pokémon GO reinforces existing geographically-linked biases (e.g. the game advantages urban areas and neighborhoods with smaller minority populations), that Pokémon GO may have instigated a relatively rare large-scale shift in global human mobility patterns, and that Pokémon GO has geographically-linked safety risks, but not those typically emphasized by the media. Our results point to geographic design implications for future systems in this space such as a means through which the geographic biases present in Pokémon GO may be counteracted.
CHAPTER 7

Future Work

The work we described in this thesis should be the start, but not the end, towards the goal of understanding and addressing the safety issues and geographic biases in location-aware computing technologies. Inspired by the results presented in this thesis, this chapter envisions the short-term and long-term future work for tackling these two emergent risks.

7.1. For the Safety Issues in Location-Aware Computing

7.1.1. Short-Term: Further Improving the Safety of Personal Navigation Systems

In short term, future work should leverage the results in this thesis to further improve the safety of personal navigation systems. Below, we describe some specific directions.

The most straightforward future work is to leverage the road safety prediction model presented in Chapter 3 to build a new routing algorithms that prioritize road safety. As we briefly mentioned in 3, the binary safety labels predicted by our models are designed to be easy to use by navigation systems. For example, researchers of personal navigation systems have developed many alternative routing algorithms (e.g., [201, 257, 158]) which optimize routing results based on criteria other than time or distance. These algorithms can easily incorporate our binary safety labels as an additional term in their cost function for generating routes that prioritize road safety. During this process, researchers should also study what thresholds to use for considering a route safe/unsafe based on some initial
evidence we presented in Chapter 3. For example, should the algorithms label a route with 90% of its road segments unsafe segments a unsafe route? Or 80%?

Second direction of future work is to extend our work to investigate the safety issues with the navigation module in semi-autonomous or self-driving vehicles. As the vehicles become more intelligent, navigation and route planning that are currently performed by human will be increasingly delegated to the navigation module of the vehicle, making the safety and robustness of the navigation systems a fundamental need. While some design implications for enhancing the safety of navigation systems presented in Chapter 2 will be moot in the self-driving era (e.g., those that are related to visual and audio instructions), other implications related to the underlying geographic data and algorithms might be increasingly important. Future work on this topics should compare and contextualize the results Chapter 2 in the semi-autonomous vehicle scenario.

7.1.2. Long-Term: Study Safety Issues in Other Location-Aware Computing Systems

Location-aware computing is unique that their users don’t simply use these technologies in front of their desks - they bring the technologies with them and use the technologies where ever they go. This unique characteristic of mobility makes users of location-aware technologies more susceptible to physical danger than many other types of computing devices.
As such, future work should investigate safety issues in other types of location-aware technologies beyond personal navigation technologies. One example might be location-based AR games such as Pokemon Go, which have already been reported to lead to bodily injuries due to distractions or guiding players to dangerous locations [17, 254].

7.2. Geographic Inequalities in Location-Aware Artificial Intelligence Technologies

7.2.1. Short-Term: Further Addressing Geographic Biases in Computer Vision-Based Location-Aware AI Technologies

In the short-term, future work should finish executing the research plan laid out in the Future Work section of Chapter 4.8. Specifically, the work in this thesis accomplished the first two steps in the research plan - Step 1, which is to enhance ImageNet with millions of geographically diverse images and Step 2, which is viability test to demonstrate that these geographically diverse images can improve pre-trained models’ accuracies in developing countries using selected high-profile classes. Future work should continue to Step 3, which is to replicate the Step 2 study on greater number of ImageNet classes and Step 4, which ultimately tested the effect in computer vision-based location aware computing systems which heavily rely on pre-training models.

In addition to finishing the research plan of mitigating geographic inequalities of computer vision pre-training models, the ImageNet-compatible geodiversity data we generated also made it possible, for the first time, to explore a fundamental question in vision knowledge - which concepts have homogeneous visual appearances across the global and which concepts have heterogeneous visual appearances. From a limited examples we saw
in our work that, for example, the visual appearances of weddings and bridegroom have relatively large geographic differences on their visual appearance, making it easy for machine learning models to have unequal performances on these classes. However, is these classes unique? Are there any other concepts/classes also susceptible to the same issue? Such questions are critical for building comprehensive visual knowledge of our world and for gaining a fine-grained understanding of the geo-generalizability of computer vision pre-training models.

7.2.2. Long-Term: Developing Location-Aware Technologies for Developing Countries

In the long-term, future work should focus on developing better location-aware computing technologies for developing countries. As the emerging markets with billions of mobile users, developing countries is where many technology companies wanted to deploy their location-aware applications and products. However, while many of these applications and products enjoy great success in their home countries, they might not be directly deployable in emerging markets. The computer vision-based location-aware technologies is just one such example. One other prominent example is Google Maps mode of transportation for developing countries in Southeast Asia such as India [102]. While enormously useful in developed country, the traditional car-based routing is much less useful in India where the primary mode of transportation is motorcycle. To cope with the unique situation in India, Google Map developed new routing algorithms for motorcycles that go through narrow
paths and shortcuts and offered new landmark-based turn-by-turn navigation instructions. Future work should seek to better understand and summarize the different types of adaptation location-aware computing systems need to make for developing countries.
CHAPTER 8

Conclusion

Location-aware computing technologies have become increasingly integrated with our personal life and social activities. As the popularity and importance of these technologies grew, new types of negative impacts emerged where these technologies sometimes brought unintended consequences to its users and the society.

In this thesis, we seek to understand and address two new risks in location-aware computing technologies - safety and geographic inequalities. In the first part of the thesis which focuses on the topic of safety, we ground our work in one of the most popular location-aware technologies - personal navigation systems and focus on the factors that contribute to the catastrophic car incidents involving this technology. To build a reliable dataset for these catastrophic incidents which are difficult to collect, we introduced a novel data collection method from public health research into the human-computer interaction research. Using this novel dataset, we identified a number of key technological causes for these catastrophic incidents, including the lack of road safety attribute in the navigation systems, wrong geocoding, insufficient visual instructions etc.

We then focus on mitigating one of the key technological causes - the lack of road safety information in the navigation systems. Specifically, leveraging well-established standard in transportation studies, we defined binary road safety label that can be easily used in navigation systems and built machine learning-based systems to automatically predict these binary road safety labels for large-scale road segments for navigation systems to
use. Our machine learning-based system leverages diverse geographic user-generated road attribute data from OpenStreetMap and achieved desirable accuracy in different countries.

In the second part of the thesis, we turn our attention to addressing the geographic inequalities of AI powered location-aware technologies. We identified that the geographic inequalities in these location-aware technologies are actually rooted in the underlying core AI technologies, such as computer vision, natural language processing and knowledge base technologies. As such, we focused on mitigating the geographic inequalities in two core AI technologies that location-aware computing frequently rely on - computer vision and knowledge graph. For computer vision, we address the geographic inequalities in pre-training models through enhancing the geodiversity of these large image datasets these models are trained on. To do so, we extracted millions of images from diverse geographies and produced corresponding labels for these images. Using these geographically diverse images, we show that pre-training models can gain significant and non-trivial improvements on previously underperforming developing countries.

Finally, we address the geographic inequalities in location-aware technologies that rely on Wikipedia-based knowledge base. We described the problem, in which these knowledge base technologies have unequal access to the Wikipedia content about geographic concepts and identified an erroneous "article-as-concept" assumption which led to the unequal access. In response, we built machine-learning based systems to ensure that knowledge base will have equally access complete information for all geographic concepts.

As mentioned before, we believe our work should be the start, not the end, towards addressing the negative impact of location-aware technologies. In this regards, we hope future work will continue this endeavor to mitigate the individual and societal negative
impact of location-aware technology. We point out a number of future directions, including but not limited to extending the safety analyses to other location-aware computing technologies and further adapting the technologies to developing world.
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## Detailed Classification Accuracies in Figure 5.4

<table>
<thead>
<tr>
<th></th>
<th>zh</th>
<th>en</th>
<th>es</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rtg:2</td>
<td>Rtg:2.5</td>
<td>Rtg:3</td>
</tr>
<tr>
<td>Baseline</td>
<td>63.54%</td>
<td>59.37%</td>
<td>50%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>85.44%</td>
<td>90.81%</td>
<td>84.66%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>85.33%</td>
<td>86.44%</td>
<td>86.77%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>85.44%</td>
<td>87.66%</td>
<td>83.66%</td>
</tr>
<tr>
<td>Logistic</td>
<td>85.33%</td>
<td>88.07%</td>
<td>83.44%</td>
</tr>
<tr>
<td>KNN</td>
<td>72.88%</td>
<td>74.00%</td>
<td>71.88%</td>
</tr>
<tr>
<td>Adaboost</td>
<td>83.33%</td>
<td>85.44%</td>
<td>82.66%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>79.00%</td>
<td>81.00%</td>
<td>75.88%</td>
</tr>
</tbody>
</table>

Table A.1. Detailed classification accuracies for High-Interest dataset (Figure 5.4 (a))
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>69.60%</td>
<td>76.47%</td>
<td>85.29%</td>
<td>89.10%</td>
<td>91.58%</td>
<td>98.01%</td>
<td>63.00%</td>
<td>86.00%</td>
<td>100%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>83.18%</td>
<td>82.27%</td>
<td>91.18%</td>
<td>91.52%</td>
<td>92.02%</td>
<td>98.02%</td>
<td>66.99%</td>
<td>85.00%</td>
<td>N/A</td>
</tr>
<tr>
<td>Random Forests</td>
<td>79.27%</td>
<td>86.18%</td>
<td>86.18%</td>
<td>91.04%</td>
<td>93.02%</td>
<td>97.52%</td>
<td>63.00%</td>
<td>90.00%</td>
<td>N/A</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>73.45%</td>
<td>69.36%</td>
<td>85.18%</td>
<td>79.61%</td>
<td>75.26%</td>
<td>59.04%</td>
<td>67.99%</td>
<td>77.00%</td>
<td>N/A</td>
</tr>
<tr>
<td>Logistic</td>
<td>84.18%</td>
<td>83.27%</td>
<td>92.095</td>
<td>91.52%</td>
<td>92.02%</td>
<td>98.02%</td>
<td>66.99%</td>
<td>88.00%</td>
<td>N/A</td>
</tr>
<tr>
<td>KNN</td>
<td>81.45%</td>
<td>83.09%</td>
<td>86.09%</td>
<td>89.52%</td>
<td>92.02%</td>
<td>98.02%</td>
<td>52.00%</td>
<td>85.00%</td>
<td>N/A</td>
</tr>
<tr>
<td>Adaboost</td>
<td>81.18%</td>
<td>81.18%</td>
<td>90.09%</td>
<td>87.59%</td>
<td>90.02%</td>
<td>98.02%</td>
<td>62.99%</td>
<td>83.00%</td>
<td>N/A</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>82.27%</td>
<td>76.36%</td>
<td>92.18%</td>
<td>84.09%</td>
<td>87.57%</td>
<td>97.04%</td>
<td>64.99%</td>
<td>86.00%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table A.2. Detailed classification accuracies for Random dataset (Figure 5.4 (b))

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>67.96%</td>
<td>58.25%</td>
<td>55.33%</td>
<td>56.71%</td>
<td>55.72%</td>
<td>74.12%</td>
<td>51.15%</td>
<td>59.59%</td>
<td>75.75%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>85.63%</td>
<td>83.63%</td>
<td>80.45%</td>
<td>73.66%</td>
<td>73.66%</td>
<td>77.09%</td>
<td>69.44%</td>
<td>80.55%</td>
<td>71.88%</td>
</tr>
<tr>
<td>Random Forests</td>
<td>86.63%</td>
<td>82.54%</td>
<td>81.36%</td>
<td>70.57%</td>
<td>72.14%</td>
<td>80.61%</td>
<td>68.66%</td>
<td>73.66%</td>
<td>76.88%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>79.72%</td>
<td>78.72%</td>
<td>81.36%</td>
<td>73.14%</td>
<td>69.69%</td>
<td>37.30%</td>
<td>67.44%</td>
<td>71.66%</td>
<td>67.77%</td>
</tr>
<tr>
<td>Logistic</td>
<td>86.45%</td>
<td>85.54%</td>
<td>81.45%</td>
<td>71.19%</td>
<td>73.66%</td>
<td>77.57%</td>
<td>66.44%</td>
<td>73.55%</td>
<td>75.00%</td>
</tr>
<tr>
<td>KNN</td>
<td>78.81%</td>
<td>82.63%</td>
<td>71.72%</td>
<td>71.28%</td>
<td>66.28%</td>
<td>69.61%</td>
<td>59.55%</td>
<td>66.55%</td>
<td>66.77%</td>
</tr>
<tr>
<td>Adaboost</td>
<td>82.54%</td>
<td>73.90%</td>
<td>75.63%</td>
<td>70.07%</td>
<td>73.11%</td>
<td>78.11%</td>
<td>64.55%</td>
<td>70.44%</td>
<td>71.66%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>84.72%</td>
<td>81.36%</td>
<td>77.63%</td>
<td>64.66%</td>
<td>65.51%</td>
<td>71.09%</td>
<td>60.55%</td>
<td>67.55%</td>
<td>64.77%</td>
</tr>
</tbody>
</table>

Table A.3. Detailed classification accuracies for Ad-Hoc dataset (Figure 5.4 (c))
<table>
<thead>
<tr>
<th></th>
<th>High-Interest</th>
<th></th>
<th></th>
<th>Ad-Hoc</th>
<th></th>
<th></th>
<th>Random</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rtg:2</td>
<td>Rtg:2.5</td>
<td>Rtg:3</td>
<td>Rtg:2</td>
<td>Rtg:2.5</td>
<td>Rtg:3</td>
<td>Rtg:2</td>
<td>Rtg:2.5</td>
<td>Rtg:3</td>
</tr>
<tr>
<td>Baseline</td>
<td>56.04%</td>
<td>52.83%</td>
<td>62.46%</td>
<td>58.31%</td>
<td>53.10%</td>
<td>69.72%</td>
<td>77.77%</td>
<td>86.38%</td>
<td>95.27%</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>86.09%</td>
<td>88.59%</td>
<td>81.44%</td>
<td>74.00%</td>
<td>77.70%</td>
<td>79.12%</td>
<td>78.16%</td>
<td>88.34%</td>
<td>94.28%</td>
</tr>
<tr>
<td>Random Forests</td>
<td>83.86%</td>
<td>85.87%</td>
<td>78.73%</td>
<td>73.46%</td>
<td>74.70%</td>
<td>74.62%</td>
<td>74.70%</td>
<td>80.18%</td>
<td>86.39%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>84.12%</td>
<td>85.62%</td>
<td>81.20%</td>
<td>73.50%</td>
<td>74.26%</td>
<td>74.21%</td>
<td>74.70%</td>
<td>80.18%</td>
<td>86.39%</td>
</tr>
<tr>
<td>Logistic</td>
<td>84.87%</td>
<td>87.60%</td>
<td>80.70%</td>
<td>75.46%</td>
<td>76.45%</td>
<td>79.37%</td>
<td>81.10%</td>
<td>88.32%</td>
<td>94.28%</td>
</tr>
<tr>
<td>KNN</td>
<td>77.47%</td>
<td>77.75%</td>
<td>74.82%</td>
<td>72.03%</td>
<td>72.28%</td>
<td>72.92%</td>
<td>73.46%</td>
<td>78.28%</td>
<td>94.52%</td>
</tr>
<tr>
<td>Adaboost</td>
<td>84.17%</td>
<td>84.66%</td>
<td>80.96%</td>
<td>74.99%</td>
<td>73.74%</td>
<td>75.63%</td>
<td>80.39%</td>
<td>86.59%</td>
<td>94.40%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>85.13%</td>
<td>80.17%</td>
<td>74.57%</td>
<td>67.03%</td>
<td>67.01%</td>
<td>72.42%</td>
<td>74.45%</td>
<td>79.90%</td>
<td>92.34%</td>
</tr>
</tbody>
</table>

Table A.4. Detailed overall classification accuracies (Figure 5.4 (d))
APPENDIX B

The Mathematical Relationship Between Likelihood and the Loss Function

In the context of deep learning model, especially the ImageNet pre-training models, the last layer is usually a softmax layer which has the form:

\[
\sigma(f_k) = \frac{e^{f_k}}{\sum_{j=1}^{K} e^{f_j}}
\]

where \( f \) is a K-length vector of class scores output from previous layers, \( f_k \) is the k-th value in the f vector, which represent the class score for k-th class. The softmax function \( \sigma(f_k) \) produces a probability (between 0 and 1) that represents the likelihood that a particular sample belong to class k.

For a single sample i, cross-entropy loss has the form:

\[
L_i = H_i(p, q) = -\sum_k p_i(k) \log q_i(k)
\]

where \( q_i(k) \) is the estimated likelihood of the sample i for k-th class, which is \( \sigma_i(f_k) \). \( p_i \) denotes the true probability of the class membership. Because each sample has one true class membership, \( p = [0, ...1, ...0] \) contains a single 1 at \( y_i \) position. As such,

\[
L_i = H_i(p, q) = -\sigma_i(f_{y_i}) = -\text{likelihood}_i
\]
Summing over the cross-entropy loss for all samples, we get:

\[ L = H(p, q) = - \sum_i (\text{likelihood}_i) \]