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Abstract

New Directions for Learning Mixture Models

Aidao Chen

Mixture models are a powerful way to model data coming from a heterogeneous popula-

tion. Over the years, various mixture models and learning techniques have been proposed.

In this dissertation, we explore new directions in the realm of learning mixture models.

We study various mixture models and present results and insights which were unknown

previously.

In the first part of the thesis, we study the problem of learning a mixture of linear

classifiers, which is an important, yet poorly understood problem. In a natural model,

we present the first polynomial time algorithm that recovers the parameters when the

direction vectors of linear classifiers are linearly independent. We also show a quasi-

polynomial time algorithm under provably minimal assumptions.

In the second part of the thesis, we consider the problem of learning a mixture of two

subspaces A0, A1 over Fn
2 . This problem is computationally challenging in the worst case,

as it captures the notorious problem of “ Learning Parity with Noise” in the degener-

ate setting when A1 ⊆ A0 and dim(A1) = dim(A0) − 1. We show that one can design
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a polynomial time learning algorithm when either of the two obstacles (A1 ⊆ A0 and

dim(A1) = dim(A0)− 1) are absent.
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CHAPTER 1

Introduction

In the world of machine learning, mixture models have been fundamental tools for

the analysis of heterogeneous populations. In particular, the population is assumed to

consist of k subgroups (assumed to be homogeneous) and the data in each subgroup fol-

lows a parametric model. Given data from the overall population, the typical challenge

involves determining the parameters of each component, as well as their respective pro-

portions within the population. Through the years, these powerful probabilistic models

have revolutionized the approach to recognize the patterns within seemingly chaotic data.

This thesis serves as a stepping stone towards the future of mixture models, providing

results and insights that were unexplored previously. In this chapter, we will give a brief

overview of the results which will be discussed in more detail later.

The first part of this thesis studies the problem of learning a mixture of linear clas-

sifiers. Over the years, there has been significant research in statistics and computer

science aimed at developing efficient polynomial time algorithms for learning many types

of mixture models [Feldman et al., 2006, Kalai et al., 2010, Moitra and Valiant, 2010,

Belkin and Sinha, 2010, Awasthi et al., 2010, Rabani et al., 2014, Li et al., 2015, Liu

and Moitra, 2018, Chen and Moitra, 2019]. Much of this work has focused on the unsu-

pervised setting, where the data is unlabeled. However, there has been growing interest

in recent years in studying mixture models in the supervised setting, where the data is

labeled [Viele and Tong, 2002, Chaganty and Liang, 2013, Sun et al., 2014, Gandikota
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et al., 2020, Diakonikolas and Kane, 2020, Chen et al., 2020]. This direction involves

incorporating labeled information into the learning process. Although this line of work is

still in its early stages, it shows promise for enhancing the usefulness of mixture models

in a variety of applications. Among models in supervised learning, linear classifiers are

one of the most fundamental and well-studied models. We study the problem of learning

a mixture of linear classifiers. We will describe a natural model for studying this problem

later. Basic statistical and algorithmic questions about this natural model remained open

before our work. As an example, the identifiability of this model was unresolved until this

work.

The second part of this thesis studies the problem of learning a mixture of two sub-

spaces over Fn
2 . A common assumption in high-dimensional data analysis is to assume

that the given data belongs to a collection of lower dimensional subspaces. In a line of

work in machine learning, computer vision and computational geometry [Vidal, 2003, El-

hamifar and Vidal, 2013, Soltanolkotabi et al., 2014, Park et al., 2014], this intuition is

formalized through the problem of learning a mixture of subspaces, or subspace clustering.

Given a set of points in n dimensions that belong to a union of k (k ≥ 2) subspaces, the

goal is to recover the individual subspaces. When the points belong to Rn, Vidal [2003]

shows that for any mixture of k subspaces, under some mild general-position assumption

of the points in the subspaces, there exists an algorithm that recovers the k individual

subspaces. However, the guarantee is specific to the real domain. Therefore, a natural

question is whether such algorithmic guarantee can extend to other domains such as F2.

The study of mixture models can also help the study of other related fields. In our

algorithm for the previous problem, we use the idea: use tensor power to blow up the
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dimensional difference between two subspaces. This idea serves as a cornerstone for us

to tackle the problem of robust subspace recovery. The third part of this thesis studies

the problem of robust subspace recovery in a smoothed analysis setting. Robust sub-

space recovery is a basic problem in unsupervised learning where we are given m points

x1, . . . , xm ∈ Rn, an α ∈ (0, 1) fraction of which lies on (or close to) a d-dimensional

subspace T . When can we find the subspace T , and hence the “inliers”, that belong to

this subspace? [Hardt and Moitra, 2013] gave the first algorithm for this problem that

is both computationally efficient and robust. Their algorithm successfully estimates the

subspace T when α > d/n, assuming a certain non-degeneracy condition about both the

inliers and outliers. Borrowing an idea from Chapter 3, we give a simple algorithm that

for any constants ℓ ∈ N, δ > 0 runs in poly(mnℓ) time and in a smoothed analysis setting,

provably recovers the subspace T with high probability, when α ≥ (1 + δ)(d/n)ℓ. Note

that this is significantly smaller than the bound of (d/n) from Hardt and Moitra [2013]

when ℓ > 1.

1.1. Mixture of Linear Classifiers

We will describe a natural model for a mixture of linear classifiers. k is the num-

ber of linear classifiers. There are k (unknown) strictly positive probability weights

w1, w2, . . . , wk ∈ R that sum up to 1. There are k (unknown) unit vectors v1, v2, . . . , vk ∈

Rn representing coefficients of each linear classifier. A sample is drawn as the following:

the sample oracle samples i ∈ [k] with respect to the probability weights w1, w2, . . . , wk,

then we receive (x,1⟨vi,x⟩≥0) where x is sampled from the standard Gaussian N (0, In).
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The i is unknown to us. The goal is to recover the unknown parameters w1, w2, . . . , wk

and v1, v2, . . . , vk approximately.

We would like to point out that our model and the broader topic of learning mixtures

of (supervised) linear models have been extensively studied in the literature [Chaganty

and Liang, 2013, Gandikota et al., 2020, Chen et al., 2020], including in the context of

neural networks [Jacobs et al., 1991, Jordan and Jacobs, 1994, Bishop, 1998]. Despite this

interest, several fundamental statistical and algorithmic questions about this model have

remained unresolved. For instance, prior to our work, the identifiability of this model,

even for k = 3, had not been resolved to the best of our knowledge.

Our first result is a polynomial-time algorithm that learns the parameters under the

assumption that the unit vectors v1, v2, . . . , vk are linearly independent.

Furthermore, we give two algorithms that recover the parameters under a less stringent

assumption: the vectors v1, v2, . . . , vk are not parallel to each other. In order to explain

our findings, we define ∆ := minj ̸=j′ min (∥vj − vj′∥, ∥vj + vj′∥). Both algorithms depend

polynomially on the ambient dimension n. The first algorithm (Theorem 2.2) achieves a

quasipolynomial dependence on the number of vectors k with an exponential dependence

on 1/∆. The second algorithm (Theorem 2.3) achieves a polynomial dependence on 1/∆,

but has an exponential dependence on k. Our results imply that as long as ∆ > 0, the

model is identifiable. It is worth noting that if ∆ = 0 (e.g., when k = 2), the model

is no longer identifiable. Therefore, a dependence on 1/∆ is qualitatively necessary for

identifiability and, as a result, for algorithmic implications such as ours.
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1.2. Mixture of Two Subspaces over F2

Given samples from a (weighted) mixture of samples drawn uniformly from k subspaces

of Fn
2 , the goal is to recover each individual subspace. The simplest setting of k = 2

already captures the notoriously hard problem Learning Parity with Noise (LPN) as a

special case. The best-known algorithm for LPN takes exp(O(n/ log n)) time. One can

encode LPN by an instance of a mixture of two subspaces A0, A1 where A1 ⊆ A0 and

dim(A1) = dim(A0) − 1 (see Proposition 3.24 and Proposition 3.23). We show that

one can design a polynomial time algorithm when either of the two obstacles (A1 ⊆ A0

and dim(A1) = dim(A0) − 1) are absent. First, we show that there is a polynomial

time algorithm that outputs the subspaces A0, A1 when A0 ⊈ A1 and A1 ⊈ A0. The key

idea for this algorithm is adaptive dimension reduction: a careful procedure for dimension

reduction that reduces the subspace learning problem to O(1) dimension. When n = O(1),

this problem becomes easy, as a brute force algorithm will only take O(1) time. Second,

we show that there is a polynomial time algorithm that outputs the subspaces A0, A1 when

dim(A1) ≤ 0.99dim(A0). For illustration purposes, let us assume the mixing weights are

0.5 and 0.5 for now. Borrowing an idea from Hardt and Moitra [2013], we show that there

is a polynomial time algorithm which solves this problem when dim(A1)/dim(A0) ≤ 0.49.

When dim(A1)/dim(A0) > 0.5, we will adopt a dimension gap amplification strategy.

Specifically, we introduce a non-linear map ϕ : Fd0
2 → Fd0

′

2 where d0
′ =

∑ℓ
j=0

(
d0
j

)
for an

appropriately chosen ℓ. The function ϕ serves a purpose akin to that of a kernel function

within the context of Support Vector Machines. For some carefully chosen ℓ, we will

have dim(span(ϕ(A1)))/dim(span(ϕ(A0))) < 1/2. We can then apply the large-gap-case

strategy to recover both subspaces.
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1.3. Robust Subspace Recovery

Here, we will provide a concise overview of our results concerning robust subspace

recovery in a smoothed analysis setting. We introduce the following smoothed analysis

framework for studying robust subspace recovery (we refer the reader to Section 4.3.1 for

the formal definition of the framework).

In what follows, α, ε0, ρ ∈ (0, 1) are parameters.

(1) An adversary chooses a hidden subspace T of dimension d in Rn, and then chooses

αm points from T and (1− α)m points from Rn. We denote these points inliers

and outliers respectively. Then the adversary mixes them in arbitrary order.

Denote these points a1, a2, . . . , am. Let A = (a1, a2, . . . , am).

(2) Each inlier is ρ-perturbed with respect to T . (Formally, this means considering

an orthonormal basis BT for T and adding BTv, where v ∼ N (0, ρ2/d)d.) Each

outlier is ρ-perturbed with respect to Rn. Let G denote the perturbations, and

let us write Ã = A+G.

(3) With the constraint ∥E∥F ≤ ε0, the adversary adds noise E ∈ Rn×m to Ã,

yielding Ã′ = Ã+ E.

(4) We are given Ã′.

The goal of the subspace recovery problem is to return a subspace T ′ close to T .

We give a simple algorithm that for any constants ℓ ≥ 1, δ > 0 runs in poly(mnℓ)

time and in this smoothed analysis setting, provably recovers the subspace T with high

probability, when α ≥ (1 + δ)(d/n)ℓ.

The algorithm for robust subspace recovery at a high level follows the same approach

as Hardt and Moitra [2013]. Their main insight was that if we sample a set of size slightly
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less than n from the input, and if the fraction of inliers is > (1 + δ)d/n, then there is a

good probability of obtaining > d inliers, and thus there exist points that are in the linear

span of the others. Further, since we sampled fewer than n points and the outliers are

also in general position, one can conclude that the only points that are in the linear span

of the other points are the inliers.

Our algorithm for handling smaller α is simple and is also tolerant to an inverse

polynomial amount of adversarial noise in the points. Borrowing an idea from learning a

mixture of two subspaces over F2 (Section 3.5), we can use a similar way to look for linear

dependencies, but with tensored vectors!

Let us illustrate in the case ℓ = 2. Suppose that the fraction of inliers is > (1 +

δ)
(
d+1
2

)
/
(
n+1
2

)
. Suppose we take a sample of size slightly less than

(
n+1
2

)
points from

the input, and consider the flattened vectors x ⊗ x of these points. As long as we have

more than
(
d+1
2

)
inliers, we expect to find linear dependencies among the tensored inlier

vectors. However, we need to account for the adversarial error in the points (this error

could depend on the random perturbations as well). For each point, we will look for

“bounded” linear combinations that are close to the given point. We can show that such

dependencies cannot involve the outliers. This in turn allows us to recover the subspaces.

1.4. Organization of the Thesis

In Chapter 2, we introduce the problem of learning a mixture of linear classifiers over

Gaussian marginals; and discuss the technique and results for this problem. In Chapter 3,

we study the problem of learning a mixture of two subspaces over Fn
2 . In Chapter 4, we

shift our attention to a closely related problem: robust subspace recovery.
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CHAPTER 2

Learning a Mixture of Linear Classifiers

2.1. Introduction

Mixture models are a widely used method for modeling data that originate from

a heterogeneous population. This approach involves assuming that the population is

comprised of k subgroups. It is assumed that the data within each subgroup follows a

specific parametric model.

The main task of learning mixture models is to determine the parameters of each

of the components, as well as their relative proportions within the overall population,

using available data. This process can provide insight into the underlying structure of

the population and help people better understand the factors that contribute to observed

patterns in the data.

Mixture models are used to represent data across a wide range of domains. The

examples include Gaussian mixture models, mixtures of product distributions, mixtures

of ranking models and mixtures of subcubes for discrete data. Over the years, there has

been significant research in statistics and computer science aimed at developing efficient

polynomial time algorithms for learning many types of mixture models [Feldman et al.,

2006, Kalai et al., 2010, Moitra and Valiant, 2010, Belkin and Sinha, 2010, Awasthi et al.,

2010, Rabani et al., 2014, Li et al., 2015, Liu and Moitra, 2018, Chen and Moitra, 2019].

Much of this work has focused on the unsupervised setting, where the data is unlabeled.
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However, there has been growing interest in recent years in studying mixture models

in the supervised setting, where the data is labeled [Viele and Tong, 2002, Chaganty

and Liang, 2013, Sun et al., 2014, Gandikota et al., 2020, Diakonikolas and Kane, 2020,

Chen et al., 2020]. This direction involves incorporating labeled information into the

learning process. Although this line of work is still in its early stages, it shows promise

for enhancing the usefulness of mixture models in a variety of applications.

Linear classifiers are the most basic and well-studied supervised learning models due

to their simplicity, effectiveness, and wide range of applications. These models use a linear

function to map the input features to the output, making them easy to understand and

computationally efficient. Despite their simplicity, linear classifiers have been shown to

work well for many real-world problems, including text classification, image recognition,

speech recognition and quantitative trading. Additionally, they are often robust to noisy

data and can still perform well even when there are some errors in the input data. The

strong theoretical foundation of linear classifiers has led to the development of a variety

of algorithms and techniques for training and optimizing these models, making them a

popular and effective choice for many supervised learning problems.

Therefore, it is both natural and crucial to investigate the problem of learning mixtures

of linear classifiers. Within this chapter, we will present various results related to learning

a mixture of linear classifiers.

We will describe a natural model for a mixture of linear classifiers. k is the num-

ber of linear classifiers. There are k (unknown) strictly positive probability weights

w1, w2, . . . , wk ∈ R that sum up to 1. There are k (unknown) unit vectors v1, v2, . . . , vk ∈

Rn representing coefficients of each linear classifier. A sample is drawn as the following:
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the sample oracle sample i ∈ [k] with respect to the probability weights w1, w2, . . . , wk,

then we receive (x,1⟨vi,x⟩≥0) where x is sampled from the standard Gaussian N (0, In).

The i is unknown to us. The goal is to recover the unknown parameters w1, w2, . . . , wk

and v1, v2, . . . , vk approximately.

We would like to point out that our model [Sun et al., 2014] and the broader topic of

learning mixtures of (supervised) linear models have been extensively studied in the litera-

ture [Chaganty and Liang, 2013, Gandikota et al., 2020, Chen et al., 2020], including in the

context of neural networks [Jacobs et al., 1991, Jordan and Jacobs, 1994, Bishop, 1998].

Despite this interest, several fundamental statistical and algorithmic questions about this

model have remained unresolved. For instance, prior to our work, the identifiability of

this model, even for k = 3, had not been resolved to the best of our knowledge.

2.1.1. Our results

Our first result is a polynomial-time algorithm that learns the parameters under the

assumption that the unit vectors v1, v2, . . . , vk are linearly independent.

It is worth noting that the model is not identifiable if no separation condition is

assumed on the vectors v1, v2, . . . , vk ∈ Rn. This is due to the fact that the distribution

resulting from an equal weight mixture of two linear classifiers v1 = u and v2 = −u is the

same for every u ∈ Rn. Furthermore, when vi = vj, non-identifiability occurs since the

weights of the two components can be redistributed arbitrarily.

In this model, Sun et al. [2014] shows that: if the vectors v1, v2, . . . , vk are linearly

independent, there exists an efficient (polynomial time) algorithm that recovers the sub-

space spanned by v1, v2, . . . , vk. To the best of our knowledge, there is no parameter
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recovery result before our result. Under the assumption that v1, v2, . . . , vk are linearly in-

dependent, we show that there exists an efficient algorithm that recovers the parameters

of this model. A formal statement is as follows.

Theorem 2.1. Let U ∈ Rn×k be the matrix whose jth column is vj. Suppose σmin(U) ≥

1/τ , where τ > 0. Given parameters ε, δ > 0, k ∈ N and wmin > 0 satisfying wmin ≤

min{w1, . . . , wk}, there is an algorithm Estimate-Parameter that given samples from

the model has the following guarantees:

(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(n, τ, 1/wmin).

(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε.

where the min is over permutations π on [k].

Furthermore, we give two algorithms that recover the parameters under a less stringent

assumption: that is, assuming that the vectors v1, v2, . . . , vk are non-parallel.

In order to explain our findings, we define ∆ := minj ̸=j′ min ∥vj − vj′∥, ∥vj + vj′∥. At

a high level, we provide two algorithms to solve this problem. Both algorithms depend

polynomially on the ambient dimension n. The first algorithm (Theorem 2.2) achieves a

quasipolynomial dependence on the number of vectors k with an exponential dependence

on 1/∆. The second algorithm (Theorem 2.3) achieves a polynomial dependence on 1/∆,

but has an exponential dependence on k. Our results imply that as long as ∆ > 0, the



23

model is identifiable. It is worth noting that if ∆ = 0 (e.g., when k = 2), the model

is no longer identifiable. Therefore, a dependence on 1/∆ is qualitatively necessary for

identifiability and, as a result, for algorithmic implications such as ours.

Our next result achieves a running time (and sample complexity) guarantee of the

form nO(log k)/∆2
.

Theorem 2.2. Given parameters ε, δ > 0, k ∈ N and wmin > 0 satisfying wmin ≤

min{w1, . . . , wk}, there is an algorithm that given samples from the model has the following

guarantees:

(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(n(log k)/∆2

, ((log k)/∆2)(log k)/∆
2

, 1/wmin).

(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε,

where the min is the minimum is over permutations π on [k].

The runtime guarantee stated above is quasi-polynomial, as long as the minimum

separation parameter ∆ = Ω(1). Additionally, the algorithm runs in polynomial time

when the number of mixture components k = O(1). The algorithm recovers all unknown

parameters up to an error of ε > 0, up to an ambiguity in the relabeling of the k mixture

components (this is captured by the permutation π).

Our next result gives a poly((n/∆)k) running time and sample complexity guarantee.



24

Theorem 2.3. Given parameters ε, δ > 0, k ∈ N and wmin > 0 satisfying wmin ≤

min{w1, . . . , wk}, there is an algorithm that given samples from the model has the following

guarantees:

(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(nk, kk,∆−k, 1/wmin)

(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε.

where the min is over permutations π on [k].

The aforementioned theorem provides polynomial time guarantee as long as the value

of k remains a constant. The two algorithmic results mentioned above (Theorem 2.2 and

Theorem 2.3) both have a polynomial dependence on the ambient dimension n, but they

trade off different exponential dependencies on k and the separation ∆.

Specifically, when ∆ = ω(
√

log k/k), Theorem 2.2 provides a faster algorithm that

becomes quasi-polynomial time when ∆ = Ω(1). On the other hand, Theorem 2.3 gives

a faster algorithm when ∆ = o(
√

log k/k). Even when ∆ has an inverse polynomial

dependence on n, the algorithm remains polynomial time for k = O(1).

Identifiability. The algorithmic results presented above successfully achieve the

unique identification and recovery of individual parameters, as opposed to simply finding a

distribution that fits the data. In statistical terms, our algorithm recovers the underlying

model (sometimes referred to as parameter estimation), rather than just doing density
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estimation. The identifiability of results is guaranteed as long as ∆ > 0. However, it

should be noted that the model is not identifiable when ∆ = 0. This is because the

distribution induced by an equal weight mixture of two linear classifiers, where v1 = u

and v2 = −u, is the same for every u ∈ Rn. Moreover, when vi = vj, non-identifiability

arises due to the arbitrary redistribution of the weights of the two components. Thus,

our results demonstrate identifiability with provable minimal assumptions.

Comparison to Prior work. Mixtures of supervised learning models, such as linear

classifiers and other linear models, have been extensively studied in machine learning

literature [Jacobs et al., 1991, Chaganty and Liang, 2013, Gandikota et al., 2020, Chen

et al., 2020]. This line of research has included the study of hierarchical mixtures of

experts [Jacobs et al., 1991, Jordan and Jacobs, 1994, Bishop, 1998]. A result closely

related to ours is that of Sun et al. [2014], whose model is the same as ours. Their

main result shows that if the vectors v1, . . . , vk are linearly independent, then there is

a polynomial time algorithm that recovers the k-dimensional subspace spanned by the

vectors v1, . . . , vk. However, their algorithm does not recover the parameters of the model.

To the best of our knowledge, there were no identifiability results for the model for general

k until our work.

Our algorithms successfully recover all unknown parameters of the mixture, thus im-

plying identifiability. The running time of the algorithms is either nO(log k)/∆2
or nO(k).

Furthermore, when the vectors v1, . . . , vk are linearly independent, as in [Sun et al., 2014],

our Theorem 2.1 algorithm successfully recovers all parameters in polynomial time.

Overview of techniques.
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We now briefly describe the algorithmic ideas and techniques that we will need to

establish Theorem 2.2 and Theorem 2.3. Our algorithms are based on the method-of-

moments framework and use tensor decompositions to recover the parameters of the

model. Our algorithmic results all use the same algorithmic framework, that consists

of two main parts:

(i) Extracting the low-rank tensor: We first design a procedure that gives a good estimate

for any ℓ ∈ N,

(2.1) T =
k∑

j=1

wjv
⊗(2ℓ+1)
j ,

which is an order 2ℓ + 1 tensor with a rank-k decomposition with one rank-1 term for

each component.

(ii) Parameter recovery through tensor decomposition: We use an off-the-shelf algorithm

for low-rank tensor decomposition, and show that they recover the parameters successfully.

(i) Extracting the low-rank tensor. Unlike latent variable models like mixtures of

Gaussians [Moitra and Valiant, 2010, Janzamin et al., 2019], it is challenging to obtain a

low-rank tensor by simply estimating the moments, for a linear threshold function (linear

classifier). In order to estimate
∑k

j=1wjv
⊗(2ℓ+1)
j , we will instead use Hermite polynomials

and consider coefficients of linear threshold functions in the Hermite basis. For a unit

vector v ∈ Rn, define D(v) be the distribution corresponding to N (0, In) conditioned on

{x : 1⟨v,x⟩≥0}. The key observation is that:

Ex∼D(v)[He
(2ℓ+1)(x)] ∝ v⊗(2ℓ+1),
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where He(2ℓ+1)(·) is the (2ℓ + 1)th order n-variable Hermite tensor (and the constant of

proportionality is non-zero). See Definition 2.9 for a formal definition. We remark that

Hermite polynomials have been used in a similar vein in the context of other learning

problems like depth-2 neural networks [Janzamin et al., 2015, Ge et al., 2018, Awasthi

et al., 2021].

Let D be the distribution of the positively-labeled samples. Note that D is just convex

combination of D(v1), . . . ,D(vk). Hence

Ex∼D[He
(2ℓ+1)(x)] ∝

k∑
j=1

wjv
⊗(2ℓ+1)
j .

The above relation naturally suggests the following meta-algorithm. We acquire a

few i.i.d. positive-labeled samples, the output will be the (rescaled) empirical mean of

(2ℓ + 1)th order Hermite tensor evaluation. This is described in the Algorithm 1. We

prove the following guarantee for estimating the tensor in Section 2.3.

Theorem 2.4. There is an algorithm Extracting the low-rank tensor that

for a given k, ℓ, error tolerance parameters ε, δ > 0 O(v1, · · · , vk, w1, · · · , wk), and access

to samples from the model has the following guarantees:

(1) The algorithm runs in sample complexity and time complexity log2(1/δ)/(ε2) ·

nO(ℓ)ℓO(ℓ).

(2) With probability 1− δ, the algorithm returns estimates T ∈ (Rn)⊗ℓ such that

∥T−

(
k∑

j=1

wjv
⊗(2ℓ+1)
j

)
∥F ≤ ε.

(ii) Recovering the parameters through tensor decompositions
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Once we have access to the tensor in (2.1), we use an off-the-shelf algorithm for efficient

tensor decompositions (see Theorem 2.22). Polynomial algorithms exist for decomposing

a rank-k tensor of the form in (2.1) as long as the flattened vectors given by {v⊗ℓ
i : i ∈ [k]}

are linearly independent (in a robust sense). This is encapsulated in Theorem 2.28, which

establishes Theorem 2.1. To establish Theorem 2.2 and Theorem 2.3, we need to prove

that the (robust) linear independence condition holds for a sufficiently large value of ℓ.

To prove Theorem 2.2, we show that ℓ = O(log k/∆2) suffices for {v⊗ℓ
i : i ∈ [k]} to be

linearly independent.

The key observation is that for i ̸= j, ⟨v⊗ℓ
i , v⊗ℓ

j ⟩ = (⟨vi, vj⟩)ℓ decreases exponentially

as ℓ grow. In fact, if the pairwise inner product of v⊗ℓ
1 , . . . , v⊗ℓ

k is at most 1/(2k), we

can show that v⊗ℓ
1 , . . . , v⊗ℓ

k is robustly linear independent. This gives a running time of

nO(log k)/∆2
.

To prove Theorem 2.3, we use a different approach to prove that ℓ = k suffices for

v⊗ℓ
1 , . . . , v⊗ℓ

k to be linear independent in a robust sense. In particular, we use the notion of

Kruskal rank to quantify the degree of linear independence with tensoring. The Kruskal

rank (or Krank) of a matrix A is the largest k for which every set of k columns are

linearly independent. The Khatri-Rao product of U and V which are size m× r and n× r

respectively is an mn×r matrix U⊙V whose ith column is flattened ui⊗vi. Let A ∈ Rn×k

be the matrix whose jth column is vj. Observe that pairwise linear independence implies

Krank(A) ≥ 2. Let U ∈ Rnℓ×k be the matrix whose jth column is flattened v⊗ℓ
j . Observe

that U = A⊙k.

The idea is that Kruskal-rank increases with Khatri–Rao product. As a consequence,

Krank(U) ≥ k, i.e., v⊗k
1 , . . . , v⊗k

k are linear independent, thus establishing Theorem 2.3.
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2.2. Preliminaries and Notation

We start by defining the Mixture-of-Linear-Classifier problem formally.

Definition 2.5. The Mixture-of-Linear-Classifier is instantiated by k unit vectors

v1, · · · , vk in Rn. In addition, we also have k corresponding weights w1, · · · , wk such that

w1 + · · ·+ wk = 1.

The vectors v1, · · · , vk in Rn as well as the weights w1, · · · , wk are unknown. For this

instance, the sampling oracle O(v1, · · · , vk, w1, · · · , wk) is defined as follows: sample x ∼

N (0, In), the standard spherical Gaussian in Rn. Sample z ∈ [k] where P[z = j] =

wj, ∀j ∈ [k]. O(v1, · · · , vk, w1, · · · , wk) outputs (x,1⟨x,vz⟩≥0) ∈ Rn × {0, 1}.

In the Mixture-of-Linear-Classifier problem, the algorithm is given access to the number

of component k, the sample oracle O(v1, · · · , vk, w1, · · · , wk), an error parameter ε and a

weight parameter wmin > 0 with the promise that wmin ≤ min{w1, · · · , wk}. The goal of

the algorithm is to output estimates {ŵj, v̂j : j ∈ [k]} such that

min
π

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε,

where the min is over all permutations on [k].

Notation. We use ∇
t

(d) to denote the d-th order differential operator (with respect to t).

We next definite Hermite polynomials. We begin with univariate Hermite polynomials.
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Definition 2.6. The dth univariate Hermite polynomial Hed(x) : R → R is the formal

polynomial

Hed(x) =

((
∂

∂t

)d

exp(xt− t2/2)

)∣∣∣∣∣
t=0

.

The following observation gives a recursive relation between Hed and Hed+1.

Observation 2.7. For d ∈ Z≥0,

d

dx

(
Hed(x)e

−x2/2
)
= −Hed+1(x)e

−x2/2

Proof. We use Rodrigues formula for the Hermite polynomial [see e.g., equation (10)

of Patarroyo, 2019], which is:

Hed(x) = (−1)de
x2

2

(
d

dx

)d (
e

−x2

2

)
.

Or equivalently,

Hed(x)e
−x2

2 = (−1)d
(

d

dx

)d (
e

−x2

2

)
.

The claim now follows easily. □

The next observation gives an explicit formula for univariate Hermite polynomials.

Observation 2.8. [see equation (3) of Patarroyo, 2019] For d ∈ Z≥0, we have

Hed(x) = d!

⌊ d
2
⌋∑

j=0

(−1)j

2j(d− 2j)!j!
xd−2j

Next, we define multivariable Hermite polynomials.
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Definition 2.9. For n ∈ N,d ∈ Z≥0. We use He(d) to denote the n-variable Hermite

Tensor of order d. He(d) : Rn → (Rn)⊗d is defined as:

He(d)(x) =
(
∇
t

(d) exp(⟨x, t⟩ − ∥t∥2/2)
)∣∣∣

t=0
.

2.3. Extracting the Low-rank Tensor

In this section, the main goal is to prove Theorem 2.4. Theorem 2.4 gives an algorithm

which given samples from a mixture of k linear classifiers, estimates the order-ℓ parameter

moment. This result is an important piece in our parameter recovery algorithm. The

algorithm Extracting the low-rank tensor is described in Algorithm 1.

Theorem 2.10. There is an algorithm Extracting the low-rank tensor that

for a given k, ℓ, error tolerance parameters ε, δ > 0 O(v1, · · · , vk, w1, · · · , wk), and access

to samples from the model has the following guarantees:

(1) The algorithm runs in sample complexity and time complexity log2(1/δ)/(ε2) ·

nO(ℓ)ℓO(ℓ).

(2) With probability 1− δ, the algorithm returns estimates T ∈ (Rn)⊗ℓ such that

∥T−

(
k∑

j=1

wjv
⊗(2ℓ+1)
j

)
∥F ≤ ε.

The main idea behind the algorithm is to show that over the positive samples, the

expectation of the (2ℓ + 1)th-order Hermite Tensor is proportional to
∑

j∈[k] wjv
⊗(2ℓ+1)
j .

Based on this, our algorithm is to just output an empirical estimator for the average

(2ℓ + 1)th-order Hermite tensor. The rest of this section is dedicated to proving the

correctness of Algorithm 1 (Theorem 2.4). Towards this, we start with some definitions.
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Algorithm 1: Extracting the low-rank tensor

Input:
k – number of components
O(v1, · · · , vk, w1, · · · , wk) – oracle for random samples from the mixture
ℓ – parameter for order of the tensor
ε – error parameter
Output:

T ∈ (Rn)⊗(2ℓ+1) – estimate of
∑k

j=1 wjv
⊗(2ℓ+1)
j

1 Set t = (ε−2)nO(ℓ)ℓO(ℓ);
2 Use O(v1, · · · , vk, w1, · · · , wk) to sample t independent vectors x1, . . . ,xt from D;

3 return T = 1/t
∑

j∈[t] 1/c(ℓ)He
(2ℓ+1)(xj), where c(ℓ) =

√
2/π(−1)ℓ(2ℓ− 1)!!;

Definition 2.11. Let v ∈ Rn, x ∼ N (0, In). Define D(v) as the conditional distri-

bution of x given ⟨v,x⟩ ≥ 0. Or equivalently, the probability density function of D(v) is

given by

(2π)−n/2e−∥z∥2/2 · 21⟨v,z⟩≥0.

Define D to be the distribution corresponding to positive samples from

O(v1, · · · , vk, w1, · · · , wk). Or equivalently, D =
∑

j∈[k]wjD(vj).

The following observation says that the ℓ-th order derivative (with respect to t) of

f(⟨v, t⟩) is proportional to v⊗ℓ. It can be easily derived from the chain rule.

Observation 2.12. Let f : R → R be infinitely differentiable, v ∈ Rn, ℓ ∈ N. Then,

∇
t

(ℓ)(f(⟨v, t⟩)) = f (ℓ)(⟨v, t⟩) · v⊗ℓ

Next, we define a function Ψ(t) (which is the mass that the Gaussian centered at t

puts on [0,∞)) and obtain an explicit formula for its derivatives of odd order.
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Claim 2.13. Define Ψ : R → R to be

Ψ(t) =

∫
R
exp (−(x− t)2/2)1x≥0dx.

For all ℓ ∈ Z≥0, we have

Ψ(2ℓ+1)(0) = (−1)ℓ(2ℓ− 1)!!

Proof. To prove the above equality, we first swap the integration with differentiation

and relate the resulting expression to Hermite polynomials.

We know that

Ψ(t) =

∫ ∞

0

exp (−(x− t)2/2)dx =

∫ ∞

0

exp (tx− t2/2) exp (−x2/2)dx.
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Hence, Ψ(2ℓ+1)(0) =

((
∂

∂t

)2ℓ+1

Ψ

)∣∣∣∣∣
t=0

=

(∫ ∞

0

(
∂

∂t

)2ℓ+1

exp (tx− t2/2) exp (−x2/2)dx

)∣∣∣∣∣
t=0

by Leibniz integral rule

=

∫ ∞

0

((
∂

∂t

)2ℓ+1

exp (tx− t2/2)

)∣∣∣∣∣
t=0

exp (−x2/2)dx

=

∫ ∞

0

He2ℓ+1(x) exp (−x2/2)dx

=

∫ ∞

0

d
(
−He2ℓ(x) exp (−x2/2)

)
see Observation 2.7

= He2ℓ(0) = (−1)ℓ(2ℓ− 1)!!

by Observation 2.8

□

The following lemma is crucial in establishing Theorem 2.4. The lemma proves that the

expectation of (2ℓ+1)th-order Hermite Tensor over D is proportional to
∑

j∈[k]wjv
⊗(2ℓ+1)
j .

Lemma 2.14. For ℓ ∈ Z≥0,

Ex∼D[1/c(ℓ)He
(2ℓ+1)(x)] =

∑
j∈[k]

wjv
⊗(2ℓ+1)
j ,

where c(ℓ) =
√
2/π(−1)ℓ(2ℓ− 1)!!.
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Proof. The high-level idea is to reduce the problem to the case k = 1. In particular,

since D =
∑

j∈[k] wjD(vj), it suffices to show that: for all unit vector v ∈ Rn,

Ex∼D(v)[He
(2ℓ+1)(x)] =

√
2

π
(−1)ℓ(2ℓ− 1)!! · v⊗(2ℓ+1).

Towards this, recall that,

He(2ℓ+1)(x) =
(
∇
t

(2ℓ+1) exp(⟨x, t⟩ − ∥t∥2/2)
)∣∣∣

t=0
.

Then,

Ex∼D(v)[He
(2ℓ+1)(x)]

= 2(
1√
2π

)n
∫
Rn

He(2ℓ+1)(x)1⟨x,v⟩≥0 exp (−∥x∥2/2)dx using Definition 2.11

= 2(
1√
2π

)n
∫
Rn

(
∇
t

(2ℓ+1) exp(⟨x, t⟩ − ∥t∥2/2)
)∣∣∣

t=0
1⟨x,v⟩≥0 exp (−∥x∥2/2)dx

= 2(
1√
2π

)n
(
∇
t

(2ℓ+1)

∫
Rn

exp (−∥x− t∥2/2)1⟨x,v⟩≥0dx

)∣∣∣∣
t=0

by Leibniz integral rule
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Let U be an orthonormal matrix such that the first row equals vT . Thus, we have

Ex∼D(v)[He
(2ℓ+1)(x)]

= 2(
1√
2π

)n
(
∇
t

(2ℓ+1)

∫
Rn

exp (−∥y − Ut∥2/2)1y1≥0dy

)∣∣∣∣
t=0

change of variables, y = Ux

=
2√
2π

(
∇
t

(2ℓ+1)

∫
R
exp (−(y1 − ⟨v, t⟩)2/2)1y1≥0dy1

)∣∣∣∣
t=0

=
2√
2π

(
∇
t

(2ℓ+1)Ψ(⟨v, t⟩)
)∣∣∣

t=0
by Claim 2.13

=
2√
2π

(
Ψ(2ℓ+1)(⟨v, t⟩) · v⊗(2ℓ+1)

)∣∣
t=0

by Observation 2.12

=

√
2

π
(−1)ℓ(2ℓ− 1)!!v⊗(2ℓ+1) by Claim 2.13

□

Our next goal is to bound the variance of our estimator in Algorithm 1. Towards this,

we start with the following simple claim.

Claim 2.15. Let f : Rn → R such that f(x) = f(−x),∀x ∈ Rn. Then,

Ex∼D[f(x)] = Ex∼N (0,In)[f(x)]

Proof. First, using the fact that the distribution 1/2(D(vj) + D(−vj)) is N (0, In)

and f is even, it follows that

Ex∼D(vj)[f(x)] = Ex∼N (0,In)[f(x)].
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We now get the claim by noting that D is a convex combination of D(v1), . . . ,D(vk).

□

Next, we upper bound the variance of a polynomial under the distribution D.

Claim 2.16. Let s ∈ N. Let m1, . . . ,ms : Rn → R be monomials of degree at most t.

Let α = (α1, . . . , αs) ∈ Rs. Then,

Ex∼D[(α1m1(x) + . . .+ αsms(x))
2] ≤ s(2t− 1)!!∥α∥2.

Proof. The idea is to apply Claim 2.15. Claim 2.15 which lets us reduce the problem

of computing the variance under D to that under the standard Gaussian.

Ex∼D[(α1m1(x) + . . .+ αsms(x))
2]

≤ Ex∼D[s(
∑
j∈[s]

α2
jmj(x)

2)] by Cauchy–Schwarz inequality

= Ex∼N (0,In)[s(
∑
j∈[s]

α2
jmj(x)

2)] by Claim 2.15

≤ s(2t− 1)!!∥α∥2.

The last inequality follows from the fact that mj(x)
2 is a monomial of degree at most 2t

and thus its expectation under a Gaussian is at most (2t − 1)!!. It is well-known that

Ex∼N (0,1)[x
2d] = (2d− 1)!!, ∀d ∈ N. A standard induction will give us the above fact. □

The next proposition shows that Varx∼D[He
(2ℓ+1)
α (x)] is at most ℓO(ℓ) for any fixed

index α.
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Proposition 2.17. For ℓ ∈ N with ℓ ≥ 2, fix α ∈ [n]2ℓ+1,

Var
x∼D

[
1

c(ℓ)
· He(2ℓ+1)

α (x)
]
≤ ℓc1ℓ,

where c(ℓ) =
√

2/π(−1)ℓ(2ℓ− 1)!! and c1 is an absolute constant.

Proof. We begin by noting that

Var
x∼D

[He(2ℓ+1)
α (x)] ≤ Ex∼D

[(
He(2ℓ+1)

α (x)
)2]

By definition, He(2ℓ+1)
α (x) can be expressed as

∏n
j=1 Hesj(xj) where:

(1) s1, . . . , sn ∈ Z≥0 depend on α.

(2)
∑n

j=1 sj = 2ℓ+ 1.

Hence He(2ℓ+1)
α (x) is a polynomial of degree at most 2ℓ + 1 and can be expanded as

β1m1(x) + . . .+ βzmz(x) where:

(1) m1, . . . ,mz are monomials,

(2) z ≤ (2ℓ+ 1)(2ℓ+1),

(3) for all j ∈ [z], |βj| ≤ (2ℓ+ 1)!.

The second item is true because Hes(·) has at most 2s + 1 terms (see Observation 2.8)

and He(2ℓ+1)
α (x) can be expressed as

∏n
j=1 Hesj(xj). The last item is true because every

coefficient of Hes is bounded by s! (see Observation 2.8) and
∏n

j=1 sj! ≤ (
∑n

j=1 sj)! =

(2ℓ+ 1)!.

Apply Claim 2.16, we have

Ex∼D[He
(2ℓ+1)
α (x)2] ≤ z(4ℓ+ 1)!!(z ((2ℓ+ 1)!)2) ≤ ℓc

′ℓ,
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where c′ is an absolute constant. □

We are now ready to finish the proof of Theorem 2.4.

Proof of Theorem 2.4. Without loss of generality, we can assume δ = 0.1, since

we can always boost the success probability at a multiplicative cost of O(log(1/δ)2) via

Claim A.1. Define T ∗ =
∑k

j=1wjv
⊗(2ℓ+1)
j . We will show T is close to T ∗ with probability

at least 0.9, where T is the empirical mean of 1/c(ℓ)He(2ℓ+1)(x). By Lemma 2.14, T ∗ =

Ex∼D[1/c(ℓ)He
(2ℓ+1)(x)], hence T ∗ = E[T]. Fix α ∈ [n]2ℓ+1, from Proposition 2.17 we

know that

Var[Tα] =
1

t
Var
x∼D

[1/c(ℓ)He(2ℓ+1)
α (x)]

≤ ℓc1ℓ/t,

where c1 is an absolute constant. By Chebyshev’s inequality,

P[|Tα − T ∗
α| ≥

ε√
n2ℓ+1

] ≤ ℓc1ℓ/t
ε2

n2ℓ+1

=
ℓc1ℓn2ℓ+1

tε2

Then,

P[∨α∈[n]2ℓ+1{|Tα − T ∗
α| ≥

ε√
n2ℓ+1

}] ≤ ℓc1ℓn4ℓ+2

tε2

≤ 0.01 by the choice of t.

Hence,

P[∧α∈[n]2ℓ+1{|Tα − T ∗
α| <

ε√
n2ℓ+1

}] ≥ 0.99
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As a result,

P[∥T− T ∗∥F ≤ ε] ≥ 0.99

□

2.4. Estimation Algorithm for the Parameters of the Mixture of Linear

Classifiers

In this section, we prove Theorem 2.1, Theorem 2.2 and Theorem 2.3. Theorem 2.2

shows that there is an algorithm learns a mixture of k linear classifiers in polynomial time,

provided that v1, v2, . . . , vk are linear independent. Recall that ∆ = minj ̸=j′ min{∥vj −

vj′∥, ∥vj + vj′∥}. Theorem 2.2 shows that there is an algorithm learns a mixture of k

linear classifiers in time poly(n(log k)/∆2
), where ∆ is the minimum “separation” between

each pair of linear classifiers. Meanwhile, Theorem 2.3 shows that there is an algorithm

that does the same thing in time that is roughly poly((n/∆)k). When ∆ = ω(
√
log k/k),

Theorem 2.2 gives a faster algorithm. Meanwhile, Theorem 2.3 gives a faster algorithm

when ∆ = o(
√
log k/k).

Theorem 2.18 (restatement of Theorem 2.1). Let U ∈ Rn×k be the matrix whose

jth column is vj. Suppose σmin(U) ≥ 1/τ , where τ > 0. Given parameters ε, δ > 0,

k ∈ N and wmin > 0 satisfying wmin ≤ min{w1, . . . , wk}, there is an algorithm Estimate-

Parameter that given samples from the model has the following guarantees:
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(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(n, τ, 1/wmin).

(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε.

where the min is over permutations π on [k].

Theorem 2.19 (restatement of Theorem 2.2). Given parameters ε, δ > 0, k ∈ N and

wmin > 0 satisfying wmin ≤ min{w1, . . . , wk}, there is an algorithm that given samples

from the model has the following guarantees:

(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(n(log k)/∆2

, ((log k)/∆2)(log k)/∆
2

, 1/wmin).

(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε,

where the min is the minimum is over permutations π on [k].

Theorem 2.20 (restatement of Theorem 2.3). Given parameters ε, δ > 0, k ∈ N and

wmin > 0 satisfying wmin ≤ min{w1, . . . , wk}, there is an algorithm that given samples

from the model has the following guarantees:



42

(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(nk, kk,∆−k, 1/wmin)

(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε.

where the min is over permutations π on [k].

The basic idea of the above theorems are the same. Roughly speaking, Theorem 2.22

(from Bhaskara et al. [2014a]) says we can decompose a noisy third-order low-rank tensor

efficiently under some mild non-degeneracy conditions. By Theorem 2.4, we can estimate

T ∗ =
∑

j∈[k] wjv
⊗(2ℓ+1)
j accurately. Note that T ∗ can be viewed as a third-order low-rank

tensor
∑

j∈[k](v
⊗ℓ
j ) ⊗ (v⊗ℓ

j ) ⊗ (wjvj). Our approach will be combining Theorem 2.4 and

Theorem 2.22.

In order to combine Theorem 2.4 and Theorem 2.22,
∑

j∈[k](v
⊗ℓ
j )⊗(v⊗ℓ

j )⊗(wjvj) needs

to satisfy the conditions of Theorem 2.22. The major challenge is to show that v⊗ℓ
1 , . . . , v⊗ℓ

k

are linear independent in a robust sense (that is measured in terms of the least singular

value of the nℓ×k matrix formed by the flattenings of these k tensored vectors as columns).

The assumption of Theorem 2.1 incorporates this condition as a fundamental requirement.

Theorem 2.2 and Theorem 2.3 use different approaches to establish this condition. On the

one hand, Claim 2.23 shows that ℓ = 10(log k)/∆2 suffices. This leads to Theorem 2.2.

On the other hand, Claim 2.26 shows that ℓ = k suffices (even when ∆ can be a small

inverse polynomial in n). This leads to Theorem 2.3.
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We start by introducing the concept of Kruskal rank for convenience.

Definition 2.21 (Definition 1.2, Bhaskara et al. [2014a]). The Kruskal rank (or

Krank) of a matrix A is the largest k for which every set of k columns are linearly inde-

pendent. Also the τ -robust Krank is denoted by Krankτ (A), and is the largest k for which

every n× k sub-matrix A|S of A has σk(A|S) ≥ 1/τ .

The following theorem from Bhaskara et al. [2014a] is crucial; see also [Janzamin

et al., 2019, Goyal et al., 2014] for related tensor decomposition guarantees. Suppose

U ∈ Rm×R, V ∈ Rn×R,W ∈ Rp×R. The theorem says that: if U, V are well-conditioned

and columns of W are ”pairwise well-conditioned”, there is an algorithm that can recover

all the rank-one terms from T =
∑R

i=1 ui ⊗ vi ⊗ wi efficiently. Moreover, the algorithm

can also tolerate some inverse polynomial amount of noise.

Theorem 2.22 (Theorem 2.3, Bhaskara et al. [2014a]). Suppose U ∈ Rm×R, V ∈

Rn×R,W ∈ Rp×R. ui, vi, wi are the ith column of U, V,W , respectively. Suppose U, V,W

satisfy that:

(1) The condition numbers κ(U), κ(V ) ≤ κ,

(2) The column vectors of W are not close to parallel: Krank1/δ(W ) ≥ 2,

(3) The decompositions are bounded : for all i, ∥ui∥2, ∥vi∥2, ∥wi∥2 ≤ C.

Suppose we are given tensor T + E ∈ Rm×n×p with the entries of E being bounded by

ε · poly(1/κ, 1/m, 1/n, 1/p, δ, 1/C) and moreover T has a decomposition T =
∑R

i=1 ui ⊗

vi ⊗ wi. There is an algorithm with the following guarantee:

(1) The algorithm runs in time complexity poly(m,n, p).
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(2) With probability 0.99, the algorithm returns each rank one term in the decompo-

sition of T (up to renaming), within an additive error of ε.

The next claim says the following. We can view
∑

j∈[k] wjv
⊗(2ℓ+1)
j as

∑
j∈[k](v

⊗ℓ
j ) ⊗

(v⊗ℓ
j )⊗(wjvj). If ℓ = 10(log k)/∆2, the above tensor satisfy the condition of Theorem 2.22.

Claim 2.23. Define ∆ = minj ̸=j′ min{∥vj − vj′∥, ∥vj + vj′∥}. Suppose ∆ > 0. Define

ℓ = 10(log k)/∆2. Consider
∑

j∈[k]wjv
⊗(2ℓ+1)
j =

∑
j∈[k](v

⊗ℓ
j ) ⊗ (v⊗ℓ

j ) ⊗ (wjvj). Let U ∈

Rnℓ×k be the matrix whose jth column is flattened v⊗ℓ
j . Let W ∈ Rn×k be the matrix whose

jth column is wjvj. Then the following hold:

(1) The condition numbers κ(U) ≤ poly(k),

(2) For all i ̸= j, we have wivi, wjvj are not close to parallel: Krank2/(wmin∆)(W ) ≥ 2,

(3) For all j, we have ∥v⊗k
j ∥F , ∥wjvj∥ ≤ 1.

Proof. Proof of part (1):

The main idea is the following. We have

⟨v⊗ℓ
i , v⊗ℓ

j ⟩ =


1 i = j

⟨vi, vj⟩ℓ i ̸= j

Since ⟨vi, vj⟩ℓ → 0 as ℓ → ∞, we have that UTU → I as ℓ → ∞. Hence we expect κ(U)

to be small if ℓ is sufficiently large.

Using the variational characterization for singular values:

σmin(U) = ∥α1v
⊗ℓ
1 + . . .+ αkv

⊗ℓ
k ∥F

for some unit vector (α1, . . . , αk).
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Without loss of generality, we assume

(1) |α1| is the greatest one among {|α1|, . . . , |αk|},

(2) α1 ≥ 0.

From Cauchy–Schwarz, we have

∥α1v
⊗ℓ
1 + . . .+ αkv

⊗ℓ
k ∥F ≥ ⟨α1v

⊗ℓ
1 + . . .+ αkv

⊗ℓ
k , v⊗ℓ

1 ⟩

= α1 + α2⟨v⊗ℓ
2 , v⊗ℓ

1 ⟩+ . . .+ αk⟨v⊗ℓ
k , v⊗ℓ

1 ⟩

= α1

(
1 + α2/α1⟨v⊗ℓ

2 , v⊗ℓ
1 ⟩+ . . .+ αk/α1⟨v⊗ℓ

k , v⊗ℓ
1 ⟩
)

(2.2)

For any j ̸= 1,

|αj/α1⟨v⊗ℓ
j , v⊗ℓ

1 ⟩| ≤ |⟨v⊗ℓ
j , v⊗ℓ

1 ⟩| = |⟨vj, v1⟩|ℓ

≤ (1−∆2/2)ℓ since ∆ = min
j ̸=j′

min{∥vj − vj′∥, ∥vj + vj′∥}

≤ exp(−∆2ℓ/2) ≤ 1

2k
.

Applying the above inequality along with (2.2), we get

σmin(U) ≥ α1(1− (k − 1)/2k) ≥ α1

2
≥ 1

2
√
k

Meanwhile

∥U∥2 ≤ ∥U∥2F =
∑
j∈[k]

∥v⊗k
j ∥2F = k.

Therefore part (1) is true.
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Proof of part (2): It follows by the definition ∆ = minj ̸=j′ min{∥vj − vj′∥, ∥vj + vj′∥}.

Proof of part (3): Recall that {vj} are unit vectors. □

Next, we introduce the concept of Khatri-Rao product for convenience.

Definition 2.24 (Definition 1.3, Bhaskara et al. [2014a]). The Khatri-Rao product of

U and V which are size m× r and n× r respectively is an mn× r matrix U ⊙ V whose

ith column is flattened ui ⊗ vi.

The next lemma is a robust analogue of the following fact: Krank(A⊙B) ≥ min{Krank(A)+

Krank(B)−1, R}, where A,B are matrix withR columns. Intuitively, it means that Krank

will increase with Khatri-Rao product. It will be used to prove Claim 2.26.

Lemma 2.25 (Lemma A.4, Bhaskara et al. [2014b]). A,B are matrix with R columns.

Say Krankτ1(A) ≥ kA,Krankτ2(B) ≥ kB, where kA, kB ∈ N. Let t = min{kA + kB − 1, R}.

Then Krank(τ1τ2
√
t)(A⊙B) ≥ t.

We will need the following claim, which shows that:
∑

j∈[k] wjv
⊗(2k+1)
j =

∑
j∈[k](v

⊗k
j )⊗

(v⊗k
j ) ⊗ (wjvj) satisfies the condition of Theorem 2.22. This means we can recover the

rank-one terms from
∑

j∈[k] wjv
⊗(2k+1)
j .

Claim 2.26. Define ∆ = minj ̸=j′ min{∥vj−vj′∥, ∥vj+vj′∥}. Suppose ∆ > 0. Consider∑
j∈[k] wjv

⊗(2k+1)
j =

∑
j∈[k](v

⊗k
j )⊗ (v⊗k

j )⊗ (wjvj). Let U ∈ Rnk×k be the matrix whose jth

column is flattened v⊗k
j . Let W ∈ Rn×k be the matrix whose jth column is wjvj. Then

the following hold:

(1) The condition numbers κ(U) ≤ (1/∆)O(k)kO(k),

(2) For all i ̸= j, we have wivi, wjvj are not close to parallel: Krank2/(wmin∆)(W ) ≥ 2,
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(3) For all j, we have ∥v⊗k
j ∥F , ∥wjvj∥ ≤ 1.

Proof. Proof of part (1): The main idea is to apply Lemma 2.25. Let A ∈ Rn×k be

the matrix whose jth column is vj. Observe that U = A⊙k. Roughly speaking, note that

Krank(A) ≥ 2, we have Krank(A⊙(k−1)) ≥ k. A⊙(k−1) has full column rank, so as U .

Let A ∈ Rn×k be the matrix whose jth column is vj. Observe that U = A⊙k. We

know that Krank2/∆(A) ≥ 2 by the definition ∆ = minj ̸=j′ min{∥vj − vj′∥, ∥vj + vj′∥}.

Apply Lemma 2.25 inductively, we have

Krank((2/∆)k
√
k!·k)A

⊙k ≥ k.

In other word,

σmin(A
⊙k) ≥ (∆/2)k/

√
k! · k = ∆O(k)k−O(k).

Meanwhile

∥U∥2 ≤ ∥U∥2F =
∑
j∈[k]

∥v⊗k
j ∥2F = k.

Therefore part (1) is true.

Proof of part (2): It follows by the definition ∆ = minj ̸=j′ min{∥vj − vj′∥, ∥vj + vj′∥}.

Proof of part (3): Recall that {vj} are unit vectors. □

The next claim says that we can get an accurate estimate of v, w from an accurate

estimate of wv⊗(2ℓ+1). This is useful since we get k rank-one tensors of the form wv⊗(2ℓ+1)

after apply Theorem 2.22 (tensor decomposition) to
∑

j∈[k] wjv
⊗(2ℓ+1)
j . While it is easy

and standard, we include it here for the sake of completeness.
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Claim 2.27. Let ℓ ∈ N, ε, w ∈ (0, 1]. Let v ∈ Rn be a unit vector. {eα : α ∈ [n]} is

the standard basis of Rn. Suppose T ∈ (Rn)⊗(2ℓ+1) satisfies that

∥wv⊗(2ℓ+1) − T∥F ≤ εw

4nℓ
.

Let ŵ ∈ R, v̂ ∈ Rn be such that ŵ = ∥T∥F , v̂α = ⟨T,eα⊗I⊗ℓ
n ⟩

ŵ
,∀α ∈ [n]. Then

|w − ŵ| ≤ ε(2.3)

∥v − v̂∥ ≤ ε

Proof. Define

δ =
εw

4nℓ
.

By triangle inequality, |∥wv⊗(2ℓ+1)∥F − ∥T∥F | ≤ δ ≤ ε. Note ∥wv⊗(2ℓ+1)∥F = w, hence

|w − ŵ| ≤ δ ≤ ε, i.e., (2.3) is true.

Fix α ∈ [n]. By Cauchy-Schwarz inequality,

|⟨wv⊗(2ℓ+1) − T, eα ⊗ I⊗ℓ
n ⟩| ≤ δ∥eα ⊗ I⊗ℓ

n ∥F = δnℓ/2.

As a consequence,

|wvα − ⟨T, eα ⊗ I⊗ℓ
n ⟩| ≤ δnℓ/2.

We know that |ŵvα − wvα| ≤ |ŵ − w| ≤ δ. Then,

|ŵvα − ⟨T, eα ⊗ I⊗ℓ
n ⟩| ≤ δ(nℓ/2 + 1) ≤ 2δnℓ/2.
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Hence,

|vα − ⟨T, eα ⊗ I⊗ℓ
n ⟩

ŵ
| ≤ 2δnℓ/2

ŵ
≤ 4δnℓ/2

w
.

The last inequality is due to |w − ŵ| ≤ δ ≤ w/2.

Then we have

∥v − v̂∥ ≤ 4δ
√
nnℓ/2

w
≤ ε

□

Next, we will prove Theorem 2.28. The main steps of the algorithm are:

(1) Get a estimation of T ∗ =
∑

j∈[k] wjv
⊗(2ℓ+1)
j via Theorem 2.4.

(2) Use Theorem 2.22 (tensor decomposition) to recover all the rank-one terms.

(3) Use Claim 2.27 to recover the parameters from the rank-one terms.

Theorem 2.28. Let ℓ ∈ N. Let U ∈ Rnℓ×k be the matrix whose jth column is flattened

v⊗ℓ
j . Suppose σmin(U) ≥ 1/τ , where τ > 0. Given parameters ε, δ > 0, k ∈ N and wmin > 0

satisfying wmin ≤ min{w1, . . . , wk}, there is an algorithm Estimate-Parameter that

given samples from the model has the following guarantees:

(1) The algorithm runs in sample complexity and time complexity

log2(1/δ)ε−2poly(nℓ, ℓℓ, τ, 1/wmin).
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(2) With probability 1−δ, the algorithm returns estimates {ŵj, v̂j : j ∈ [k]} such that

min
π∈Perm([k])

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε.

where the min is over permutation π on [k].

Algorithm 2: Estimate-Parameter

Input:
k – the number of component
ℓ – parameter for order of the tensor
τ – parameter for lower bound on least singular value of U
O(v1, · · · , vk, w1, · · · , wk) – the sample oracle
ε – error parameter
wmin – weight lower bound
δ – failure probability
Output:
{ŵj, v̂j : j ∈ [k]} – estimate of {wj, vj : j ∈ [k]}

1 Apply Theorem 2.4, get T that is εpoly(n−ℓ, 1/τ, wmin)-close to
∑k

j=1 wjv
⊗(2ℓ+1)
j

with probability at least 0.99;

2 View
∑

j∈[k] wjv
⊗(2ℓ+1)
j as

∑
j∈[k](v

⊗ℓ
j )⊗ (v⊗ℓ

j )⊗ (wjvj). By Theorem 2.22, with
probability at least 0.99, we can estimate each rank one term in the
decomposition of T ∗ (up to renaming), within additive error εwmin

8nℓ ;
3 By Claim 2.27, we can recover the parameters from the rank-one terms. This

leads to estimates {ŵj, v̂j : j ∈ [k]}.;
4 return {ŵj, v̂j : j ∈ [k]};

Proof. The algorithm Estimate-Parameter is described in Algorithm 2.

Without loss of generality, we can assume δ = 0.1. This is because we can always

boost the success probability of our algorithm at a multiplicative cost of O(log2(1/δ)) via

Claim A.1.

Let T ∗ =
∑

j∈[k] wjv
⊗(2ℓ+1)
j . By Theorem 2.4, there is an algorithm such that:
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(1) It runs with sample complexity and time complexity

ε−2poly(nℓ, ℓℓ, τ, 1/wmin)

(2) With probability 0.99,

we can estimate T ∗ within an additive error of εpoly(n−ℓ, 1/τ, wmin).

View
∑

j∈[k] wjv
⊗(2ℓ+1)
j as

∑
j∈[k](v

⊗ℓ
j )⊗ (v⊗ℓ

j )⊗ (wjvj). We note that the following hold:

(1) The condition numbers κ(U) ≤ kτ ,

(2) For all i ̸= j, we have wivi, wjvj are not close to parallel: Krankτ/wmin
(W ) ≥ 2,

(3) For all j, we have ∥v⊗k
j ∥F , ∥wjvj∥ ≤ 1.

Hence, T ∗ satisfies the condition of Theorem 2.22. By Theorem 2.22, with probability

at least 0.99, we can estimate each rank one term in the decomposition of T ∗ (up to

renaming), within additive error εwmin

8nℓ . By Claim 2.27, we can recover the parameters

from the rank-one terms. This leads to estimates {ŵj, v̂j : j ∈ [k]} such that

min
π

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε,

where the min is over permutation π on [k]. □

We are now ready to finish the proof of Theorem 2.1, Theorem 2.2 and Theorem 2.3.

Proof of Theorem 2.1. Note that Theorem 2.1 is just a special case (ℓ = 1) of

Theorem 2.28. □

The proofs of Theorem 2.2 and Theorem 2.3 have the same structure as Theorem 2.28.
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Proof of Theorem 2.2. Without loss of generality, we can assume δ = 0.1. This is

because we can always boost the success probability of our algorithm at a multiplicative

cost of O(log2(1/δ)) via Claim A.1. Define ℓ = 10(log k)/∆2.

Let T ∗ =
∑

j∈[k] wjv
⊗(2ℓ+1)
j . By Theorem 2.4, there is an algorithm such that

(1) It runs in sample complexity and time complexity

ε−2poly(nℓ, k, ℓℓ, 1/wmin, 1/∆)

= ε−2poly(n(log k)/∆2

, ((log k)/∆2)(log k)/∆
2

, 1/wmin)

(2) With probability 0.99,

we can estimate T ∗ within an additive error of εpoly(1/nℓ, 1/k, 1/wmin, 1/∆).

By Claim 2.23, T ∗ satisfies the condition of Theorem 2.22. By Theorem 2.22, with prob-

ability at least 0.99, we can estimate each rank one term in the decomposition of T ∗ (up

to renaming), within additive error εwmin

8nℓ . By Claim 2.27, we can recover the parameters

from the rank-one terms. This leads to estimates {ŵj, v̂j : j ∈ [k]} such that

min
π

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε,

where the min is over permutation π on [k]. □

Proof of Theorem 2.3. Without loss of generality, we can assume δ = 0.1. This is

because we can always boost the success probability of our algorithm at a multiplicative
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cost of O(log2(1/δ)) via Claim A.1. Let T ∗ =
∑

j∈[k] wjv
⊗(2k+1)
j . By Theorem 2.4, there

is an algorithm such that:

(1) It runs in sample complexity and time complexity ε−2poly(nk, kk,∆−k, 1/wmin).

(2) With probability 0.99,

we can estimate T ∗ within an additive error of εpoly(∆k, k−k, n−k, wmin).

By Claim 2.26, T ∗ satisfies the condition of Theorem 2.22. By Theorem 2.22, with prob-

ability at least 0.99, we can estimate each rank one term in the decomposition of T ∗ (up

to renaming), within additive error εwmin

8nk . By Claim 2.27, we can recover the parameters

from the rank-one terms. This leads to estimates {ŵj, v̂j : j ∈ [k]} such that

min
π

(
max{∥v̂j − vπ(j)∥ : j ∈ [k]}+max{

∣∣ŵj − wπ(j)

∣∣ : j ∈ [k]}
)
≤ ε,

where the min is over permutation π on [k]. □
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CHAPTER 3

Learning a Mixture of Two Subspaces over F2

3.1. Introduction

A common assumption in high-dimensional data analysis is to assume that the given

data belongs to a collection of lower-dimensional subspaces. In a prominent line of work in

machine learning, computer vision, and computational geometry [Vidal, 2003, Elhamifar

and Vidal, 2013, Soltanolkotabi et al., 2014, Park et al., 2014], this intuition is formalized

through the problem of learning a mixture of subspaces, or subspace clustering. Given

a set of points in n dimensions that belong to a union of k (k ≥ 2) subspaces, the goal

is to find the individual subspaces that contain all the points. When the points belong

to Rn, a beautiful result by Vidal [2003] shows that for any mixture of k subspaces,

under some mild general-position assumption of the points in the subspaces, there exists

an algorithm that runs in time nO(k) and recovers the k individual subspaces. Recently,

subspace clustering has also been studied with outlier noise, in the special case when the

points in each cluster are drawn from a Gaussian supported on a subspace [Raghavendra

and Yau, 2020, Bakshi and Kothari, 2020]. However, these guarantees are specific to the

real domain. Therefore, a natural question is whether such algorithmic guarantees extend

to other domains such as F2.

Can we efficiently learn a mixture of subspaces over finite fields?

The algorithmic problem of recovering subspaces from samples has a distinct flavor over
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finite fields, presenting significant computational challenges even in simple settings. In the

most basic scenario, we are provided with samples drawn from a mixture of k = 2 unknown

subspaces A0, A1 ⊆ Fn
2 of dimensions d0 and d1 (respectively), with unknown mixing

weights w0 and w1 in the interval [0, 1], which add up to 1. Each sample is independently

drawn according to the following procedure: with probability w0, the sample is drawn from

the uniform distribution UA0 over A0, and with probability w1, the sample is drawn from

the uniform distribution UA1 over A1. Our objective is to learn the individual subspaces

A0 and A1 from independent samples generated by this model. For a precise definition of

this model, we refer the reader to Definition 3.4.

The problem of learning mixtures of subspaces over F2 is a natural generalization of

the problem of learning mixtures of subcubes, which was previously studied in [Chen and

Moitra, 2019]. Specifically, subcubes can be thought of as (affine) subspaces where the

constraints are defined by standard basis vectors. Our work considers arbitrary subspaces

of Fn
2 , while excluding affine subspaces. Our work can also be framed within the frame-

work of learning from positive examples Denis et al. [2005], De et al. [2014], Canonne et al.

[2020], Ernst et al. [2015]. This framework investigates the learnability of supervised con-

cept classes (in this case subspaces), when the learning algorithm is provided only with

positive samples. More interestingly, the simple setting of k = 2 already captures the no-

torious problem of learning parities with noise (LPN) as a special case. One can encode

LPN as learning a mixture of two subspaces A0, A1 where the subspaces A1 ⊂ A0 ⊆ Fn
2

and dim(A1) = dim(A0)−1 (see Proposition 3.24 and Proposition 3.23). The best-known

algorithm for LPN runs in time exp
(
O(n/ log n)

)
[Blum et al., 2003]. Moreover, LPN



56

is also used as an average-case hardness assumption in learning theory and cryptogra-

phy [Pietrzak, 2012]. To avoid this computational barrier, we will assume that we are

not in the degenerate setting when one subspace contains the other. We call the two

subspaces A0 and A1 incomparable iff A0 ⊈ A1 and A1 ⊈ A0. This leads to the following

natural question about the computational complexity of the problem:

Question. Is LPN the only computational obstruction for learning a mixture of two

subspaces? Can one design faster algorithms when the subspaces A0, A1 are incomparable?

Our first result shows that one can indeed design a polynomial time algorithm when

the two subspaces are incomparable.

Theorem 3.1. Suppose A0, A1 are incomparable. There is an algorithm

Incomparable-Subspace-Recovery with the following guarantee: given oracle ac-

cess to O(A0, A1, w0, w1) (for unknown A0, A1, w0, w1), wmin > 0 (such that wmin ≤

min{w0, w1}) and confidence parameter δ > 0,

(1) Incomparable-Subspace-Recovery runs in sample and time complexity

poly(n/wmin) · log(1/δ).

(2) With probability 1− δ, the algorithm outputs the subspaces A0, A1, and estimates

the weights w0, w1 up to any desired inverse polynomial accuracy.

Hence the above result gives a significantly faster polynomial time algorithm if we

are not in the degenerate comparable setting when one subspace contains the other. In

contrast, when A1 ⊂ A0 and dim(A1) = dim(A0) − 1 (or vice versa), the best-known

algorithm takes exp(O(n/ log n)) time. We remark that the algorithm succeeds in uniquely
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identifying and recovering the individual subspaces, as opposed to just finding a mixture

of two subspaces that fits the data. In the parlance of statistics, our algorithm recovers

the underlying model (sometimes referred to as parameter estimation) as opposed to just

doing density estimation.

Next, observe that the (presumed) hardness of LPN only implies hardness of the

subspace recovery problem when (i) A1 ⊆ A0 and (ii) dim(A1) = dim(A0) − 1. This

naturally prompts the question whether subspace recovery remains hard if (say) A1 ⊆ A0

but dim(A1) ≪ dim(A0). In other words, we ask the following question:

Question. Can we design fast algorithms for subspace recovery when dim(A0) and dim(A1)

are substantially different? Note that we are not imposing any conditions on the compa-

rability of the hidden subspaces A0 and A1.

Our next result provides an affirmative answer to this question.

Theorem 3.2. Let wmin ≥ 1/100. Let d0 ≥ d1 and suppose α := d1/d0 < 1 − log d0√
d0

.

There is an algorithm Subspace-Recover-Large-Diff with the following guarantee:

given oracle access to O(A0, A1, w0, w1)(for unknown A0, A1, w0, w1), wmin > 0 (such that

wmin ≤ min{w0, w1}) and confidence parameter δ > 0,

(1) Subspace-Recover-Large-Diff runs in sample and time complexity

log(1/δ)poly(n) · dO(1)/(1−α)
0 .

(2) With probability 1− δ, the algorithm outputs the subspaces A0, A1, and estimates

the mixing weights up to any desired inverse polynomial accuracy.
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Informally speaking, if the ratio of dimensions α is bounded away from 1, the running

time is polynomial. In general, the running time of the algorithm has a dependence of

O(1/(1− α)) in the exponent.

3.1.1. Overview of Techniques.

We now briefly describe the algorithmic ideas and techniques used to prove our results.

The algorithms that establish Theorem 3.1 and Theorem 3.2 use very different ideas. We

begin with an overview of Theorem 3.1.

Incomparable Setting (Theorem 3.1).

The main component of the polynomial time algorithm in the incomparable setting is a

careful procedure for dimension reduction that reduces the subspace clustering problem

to O(1) dimensions. We will construct a matrix M ∈ Fr×n
2 where r = O(1) (in the

actual proof, we set r = 10), and solve the clustering problem given samples of the form

y = Mx where x is drawn from the original mixture. Note that a subspace under any

linear map M also gives a subspace; hence the samples in Rr are drawn from a mixture of

subspaces MA0 and MA1. Any algorithm for learning a mixture of subspaces in r = O(1)

dimensions will allow us to cluster the points, and recover the individual subspaces A0, A1.

How do we choose the linear map M? A key property that we require of M is that

if A0 and A1 are incomparable, then MA0 and MA1 should also remain incomparable.

While it is not hard to see that such a M exists (even when r = O(1)), it is far from clear

how to find it given that we do not have A0 and A1 explicitly. A natural choice for M is a

random matrix, where every entry is chosen independently from F2. Random linear maps

are often used for dimension reduction in the real domain to approximately preserve inner
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products and pairwise distances. However, a random map does not work in our setting,

particularly when the target dimension r ≪ d1. This is because with high probability the

subspaces collapse and MA0 = MA1 = Fr
2. Therefore, this naive approach of dimension

reduction is useless to recover the individual subspaces A0, A1.

Our approach instead proceeds in multiple rounds, where in each round, we reduce

the dimension by one while preserving the property that the projected subspaces remain

incomparable. More precisely, one can show that for a random linear map Mn−1 ∈

F(n−1)×n
2 , with constant probability, Mn−1A0 and Mn−1A1 are incomparable if A0, A1 are

originally incomparable. However, this does not suffice per se, since we want to apply this

for Ω(n) rounds (and thus, the probability of success becomes exponentially small). The

crucial component of our algorithm is a testing procedure that runs in polynomial time,

which given samples from a mixture of subspaces U, V , w.h.p. outputs whether U and V

are comparable or incomparable. With such a procedure, in every phase we can reduce the

dimension by 1, by sampling several random linear maps, running our testing procedure

on each of them, and picking one that preserves incomparability of the subspaces. The

guarantee of the testing procedure is given below.

Theorem 3.3. There is an algorithm

Test-Comparability with the following guarantee: Given oracle access to

O(U, V, wU , wV ) (for unknown U, V, wU , wV ), wmin > 0 (such that min{wU , wV } ≥ wmin)

and confidence parameter δ > 0,

(1) Test-comparability runs in sample and time complexity

1/wmin
2 · poly(n) log(1/δ).
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(2) With probability 1−δ, the algorithm outputs True if U and V are comparable and

False otherwise.

The testing procedure uses the following main insight. Suppose for simplicity the span

span(U ∪ V ) = Fn
2 . We prove that the subspaces U and V are incomparable if and only

if there exists a non-zero polynomial p of degree 2 that vanishes on A = U ∪ V . In fact,

it will suffice to choose A to be a randomly chosen set of polynomial size sampled from

the mixture of subspaces U and V . The set of feasible degree-2 polynomials can then be

obtained by setting up a system of linear equations where the unknowns correspond to

coefficients of p.

Let us define M ∈ FO(1)×n
2 as M = Mr · Mr+1 · . . . · Mn−1 – in other words, M

is the linear map obtained by composing the dimension reduction maps over the n − r

rounds. Once the dimension is reduced to r = O(1), we use a brute-force algorithm to

recoverMA0,MA1. Finally, once we knowMA0,MA1, we can draw uniform samples from

A0\{x ∈ A0 : Mx ∈ MA1} to recover A0; we can recover A1 similarly (see Lemma 3.18).

Significant dimension difference (Theorem 3.2).

When the dimension of the subspaces are substantially different, we use algebraic ideas

inspired by techniques in the real domain to recover the subspaces. The main algorithmic

idea is by adapting ideas from related problems of subspace recovery over the reals [Hardt

and Moitra, 2013, Bhaskara et al., 2019]. To explain the idea, consider the setting with

equal mixing weights of 1/2, d0 ≈ n, and suppose α = 1−Ω(1). If we consider a random

subsample of d0 points from the data set, we expect to have roughly d0/2 points from

subspace A0 and d0/2 points from subspace A1. Suppose α < 1/2 (referred to as the

“large gap case”)i.e., d1 < d0/2, then with high probability there is a linear dependence
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in this sub-sample. Further, this linear dependence is (entirely) among points lying in

the subspace A1. This can be used to recover the subspace A1 (and consequently, the

subspace A0 as well).

To see why this idea does not work in general, consider the case when the weights

w0 = 0.9, w1 = 0.1 and d1 = 0.8d0. Then, to see a linear dependence among the points in

A1, we need to sample at least d1 points from A1. However, on average, this will mean

sampling around (w0/w1) · d1 = 9d1 many points from A0. As 9d1 is much larger than

the ambient dimension and thus, we will find many spurious linear dependencies – i.e.,

dependencies that do not come from points belonging to A1. Thus, this strategy will fail

to identify A1.

Instead, when α ≥ 1/2, we will adopt a dimension gap amplification strategy. In partic-

ular, we consider a non-linear map ϕ : Fd0
2 → Fd0

′

2 where d0
′ =
∑ℓ

j=0

(
d0
j

)
for an appropri-

ately chosen ℓ. Further, for a set B, let us define ϕ(B) as the set {ϕ(x) : x ∈ B}. Roughly

speaking, we want to choose an appropriate ℓ such that dim(span(ϕ(A1)))/dim(span(ϕ(A0))) <

1/2. For such an ℓ, we can now apply the strategy for the large gap case to recover A1

and A0. We note that the idea of such a dimension gap amplification was also applied

in the related subspace recovery problem over reals (see Chapter 4) – there, the goal

was to recover one subspace S of dimension d ≤ n containing o(d/n) fraction of the

points, while the rest of the points are drawn in general position from the whole of Rn.

While in spirit our idea is similar, it is challenging to get a handle on the dimensions

of span(ϕ(A1)) and span(ϕ(A0)). Fortunately for us, some powerful results from additive

combinatorics [Keevash and Sudakov, 2005, Ben-Eliezer et al., 2012] let us get precise

estimates for dim(span(ϕ(A0))) and dim(span(ϕ(A1))). Roughly speaking, we show that
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for ℓ ≈ 1/(1 − α), dim(span(ϕ(A1)))/dim(span(ϕ(A0))) < 1/2, thus reducing to the large

gap case.

3.2. Preliminaries

We start by defining the subspace recovery problem formally.

Definition 3.4. The Subspace-Recovery problem is instantiated by two subspaces of

Fn
2 - A0 and A1 of dimensions d0 and d1 respectively. In addition, we also have weights

w0 and w1 such that w0 + w1 = 1.

The subspaces A0, A1, dimensions d0, d1 as well as the weights w0 and w1 are unknown.

For this instance, we define the sampling oracle O(A0, A1, w0, w1) is defined as follows:

sample b ∈ {0, 1} where P[b = 0] = w0 and P[b = 1] = w1. If b = 0, O(A0, A1, w0, w1)

outputs a uniformly random element from A0 and if b = 1, O(A0, A1, w0, w1) outputs a

uniformly random element from A1.

In the Subspace-Recovery problem, the algorithm is given access to the sampling oracle

O(A0, A1, w0, w1), an error parameter ε > 0 and a weight parameter wmin > 0 with the

promise that wmin ≤ min{w0, w1}. The goal of the algorithm is to output subspaces A0, A1

and estimates ŵ0, ŵ1 such that |w0 − ŵ0|+ |w1 − ŵ1| ≤ ε.

Without loss of generality, we will assume d0 ≥ d1 from now on.

Remark 3.5. Note that once A0, A1 is found, estimating w0, w1 is not hard, this is

because Px∼O(A0,A1,w0,w1)[x ∈ A0 \ A1] = w0
|A0\A1|
|A0| . Formally, there is an algorithm with

the following guarantee: given oracle access to O(A0, A1, w0, w1) (for unknown w0, w1),

A0, A1 and confidence parameter δ > 0,

(1) this algorithm runs in sample and time complexity poly(n) · 1/ε2 · log(1/δ)
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(2) With probability 1− δ, the algorithm outputs ŵ0, ŵ1 such that |w0 − ŵ0|+ |w1 −

ŵ1| ≤ ε.

By this observation, we can focus on finding A0, A1 from now on.

We next define the concept of incomparable subspaces.

Definition 3.6. We define two subspaces A,B to be incomparable if and only if A ⊈ B

and B ⊈ A.

3.2.0.1. Some useful notation.

(1) For any f : Fn
2 → F2, we use zero(f) to denote the set {x : f(x) = 0}.

(2) For integers n, d ∈ N, we use RM(n, d) to denote the set of multilinear polynomials

of degree at most d over Fn
2 .

(3) For integers n, k ∈ N with n ≥ k, we use
(

n
≤k

)
to denote

∑k
i=0

(
n
i

)
.

(4) For a sample oracle O which return samples in Fn
2 , matrix D ∈ Fk×n

2 , we use DO

to denote a new sample oracle which each time returns Dx where x is sampled

from O.

(5) For an index set S, we use xS to denote the set {xi : i ∈ S}.

(6) For a set S of vectors, we use rank(S) to denote dim(span(S)).

3.2.0.2. Some useful facts regarding polynomials. We next list some useful facts

regarding polynomials over the field F2. While most of these are easy and standard, we

list them here for the sake of completeness.
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Claim 3.7. Let p be a multilinear polynomial over Fn
2 . If the polynomial p is not

identically zero (as a formal expression) and its degree is at most c, then

P
x∼Fn

2

[p(x) ̸= 0] ≥ 1/2c.

Proof. The proof is by induction on degree. If c = 0, then p is identically 1 and thus

the claim follows trivially.

Now, as an inductive hypothesis, assume that the claim is true for all polynomials of

degree at most c − 1. Let p be a polynomial of degree c. Since p is not identically zero,

there exists i such that p can be expressed as

(3.1) p(x1, · · · , xn) = q(x1, . . . , xi−1, xi+1, . . . , xn) · xi + r(x1, . . . , xi−1, xi+1, . . . , xn),

where degree of q is at most c − 1 and q is not identically zero. The above formulation

uses the fact that polynomials over F2 are multilinear. Observe that any choice of x−i =

(x1, . . . ,xi−1,xi+1, . . . ,xn) such that q(x−i) ̸= 0,

(3.2) Pxi∼F2 [p(x1, . . . ,xi−1,xi,xi+1, . . . ,xn) ̸= 0] ≥ 1

2
.

Now, applying the induction hypothesis on the polynomial q(x1, . . . , xi−1, xi+1, . . . , xn),

we have that

Px∼Fn
2
[q(x1, . . . ,xi−1,xi+1, . . . ,xn) ̸= 0] ≥ 1

2c−1
.

Combining this with (3.1) and (3.2), we get the claim.

□
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Claim 3.8. There is an efficient algorithm Size-system-polynomial which given

a set of points as input z1, . . . , zR ∈ Fn
2 , determines the size of the set T = |{p ∈ RM(n, 2) :

p(z1) = p(z2) = · · · = p(zr) = 0}|.

Proof. Observe that p can be expressed as linear system of equations (i) where the

unknowns are the coefficients of p and (ii) the equations are given by the constraints

{p(zi) = 0}1≤i≤R. Using Gaussian elimination, we can determine the rank r of this

system. Observe that the size of T is just 2r, thus proving the claim. □

3.2.0.3. Some useful facts regarding subspaces of Fn
2 . We now list some useful

facts about subspaces of Fn
2 .

Claim 3.9. Let k, d, n ∈ N such that k ≥ 100d. Let V ⊆ Fn
2 be a subspace of dimension

d. Let x1, · · · ,xk be k vectors sampled uniformly at random from V . Then,

Px1,··· ,xk
[∀S ⊆ [k] such that |S| ≥ 0.9k, we have span(xS) = V ] ≥ 1− 20.4k.(3.3)

Proof. We know that there always exists a linear bijection between V and Fd
2. With-

out loss of generality, we assume n = d, V = Fd
2. Without loss of generality, assume 0.9k

is an integer. For a fixed S with |S| = 0.9k

P[span(xS) = Fd
2]

=
d−1∏
j=0

(
1− 2−0.9k+j

)
See [Ferreira et al., 2012, Equation (2)]

≥ 1−
d−1∑
j=0

2−0.9k+j ≥ 1− 2−0.9k+d ≥ 1− 2−0.89k.
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The number of choice of S is at most
(

k
0.1k

)
≤ (10e)0.1k ≤ 20.48k. Then the proof is

completed by a union bound. □

The next claim says that a union of two proper subspaces of Fn
2 must differ substantially

from any subspace of Fn
2 .

Claim 3.10. Let S be a subspace of Fn
2 and of dimension d. Let U, V ⊊ S be two

proper subspaces. Then |S\(U ∪ V )| ≥ 2d−2.

Proof. Notice that the size of subspace in F2 is always a power of 2. There are two

cases:

Case 1: dim(U) = dim(V ) = d− 1.

Observe that dim(U ∩ V ) ≥ d− 2 and hence |U ∪ V | = |U |+ |V | − |U ∩ V | ≤ 3 · 2d−2.

Case 2: At least one of dim(U) or dim(V ) ≤ d− 2.

In this case, |U ∪ V | ≤ |U |+ |V | ≤ 2d−1 + 2d−2 ≤ 3 · 2d−2. Thus, in either case, |U ∪ V | ≤

3 · 2d−2 which implies that |S\(U ∪ V )| ≥ 2d−2. □

Claim 3.11. Let b1, · · · , bt ∈ Fn
2 be linearly independent. Sample M ∈ Fm×n

2 uniformly

at random. Then Mb1, · · · ,Mbt are independent and identically distributed. In other

words, the joint distribution of Mb1, · · · ,Mbt is the uniform distribution over Fm×t
2 .

Proof. Let us first add vectors bt+1, . . . , bn such that {b1, . . . , bn} is a basis of Fn
2 . Let

B be the matrix whose ith column is bi. Now, observe that the map Ψ : Fm×n
2 → Fm×n

2

defined as Ψ : M 7→ M ·B is a bijection. Thus, if the random variable M is uniform over

Fm×n
2 , then so is M ·B. Consequently, the first t columns of M ·B, namely, Mb1, . . . ,Mbt

are independent and identically distributed.
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□

The following theorem gives a hypothesis testing routine for mixtures of subspaces

over Fn
2 . The proof of this theorem is deferred to Appendix B.

Theorem 3.12. Let D be a distribution of a mixture of two incomparable subspaces

A,B ⊆ Fn
2 with mixing weights wA, wB ≥ w0. Let {Aj, Bj}Nj=1 be a collection of N sets of

hypothesis with the property that there exists i such that {Ai, Bi} = {A,B}. There is an

algorithm Choose-The-Right-Hypothesis which is given a confidence parameter δ,

w0, {Aj, Bj}Nj=1 and a sampler for D. Every subspace of {Aj, Bj}Nj=1 will be represented

by a basis of that subspace, and the algorithm will have access to the basis. This algorithm

has the following behavior,

(1) It runs in poly(N, 1/w0) log(1/δ) time.

(2) With the probability 1− δ outputs the index i such that {Ai, Bi} = {A,B}.

3.3. Testing Comparability of the Subspaces

In this section, the main goal is to prove Theorem 3.3 (restated below for the conve-

nience of the reader). We recall that Theorem 3.3 gives an efficient algorithm which given

samples from a mixture of two subspaces U, V , decides whether U and V are compara-

ble. This result in turn is an important piece in our subspace recovery algorithm in the

“incomparable” case.

Theorem 3.13 (restatement of Theorem 3.3). There is an algorithm

Test-Comparability with the following guarantee: Given oracle access to

O(U, V, wU , wV ) (for unknown U, V, wU , wV ), wmin > 0 (such that min{wU , wV } ≥ wmin)

and confidence parameter δ > 0,
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(1) Test-comparability runs in sample and time complexity

1/wmin
2 · poly(n) log(1/δ).

(2) With probability 1−δ, the algorithm outputs True if U and V are comparable and

False otherwise.

The main idea of the algorithm is the following. First, we take a few samples from

the mixture to get span(U ∪ V ). By dimension reduction, it suffices to deal with the case

span(U ∪ V ) = Fn
2 . The crucial property we use is the following: If span(U ∪ V ) = Fn

2 ,

U, V are incomparable if there exists non-zero p ∈ RM(n, 2) such that p vanishes on the

entire set U ∪V . The proof of Theorem 3.3 is deferred to the end of the section – to start,

we prove some auxiliary lemmas.

Claim 3.14. Assume s ≥ 8n/wmin. Let x1,x2, · · · ,xs be sampled from a mix-

ture of two subspaces U, V ⊆ Fn
2(potentially comparable) of dimension at most d with

mixing weights wU , wV ≥ wmin. Then, with probability at least 1 − exp(−swmin
2/32),

span(x1, · · · ,xs) = span(U ∪ V ).

Proof. For fixed x1, · · · , xi such that span(x1, · · · , xi) ⊊ span(U ∪ V ), we will show

Pxi+1
[xi+1 /∈ span(x1, · · · , xi)] ≥ wmin/2.(3.4)

Define W = span(x1, · · · , xi). By our assumption, either U ⊈ W or V ⊈ W . Let us

assume that it is the former (the other case is symmetric). Under this assumption, U ∩W

is a proper subset of U . Since both are linear subspaces and the size of any linear space
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Algorithm 3: Test-Comparability

Input:
n – ambient dimension
O(U, V, wU , wV ) – oracle for random samples from a mixture of subspaces.
wmin – lower bound of two mixture weights.
Output: True (if comparable) or False (if incomparable)

1 Set t = 16n/(wmin
2);

2 Sample x1, · · · ,xt from O(U, V, wU , wV );
3 Set S = span(x1, · · · ,xt), v = dim(S);
4 Find y1, · · · , yv such that they form a basis of S = span(x1, · · · ,xt).;
5 Find a matrix D ∈ Fv×n

2 such that Dyi = ei for all i, where ei is the ith element
of the standard basis of Fv

2;
6 Set O′ = DO(U, V, wU , wV ) = O(DU,DV,wU , wV ). This is explained in

prelims:useful notation;
7 Set r = 8n2/wmin;
8 Sample z1, · · · , zr from O′ = O(DU,DV,wU , wV );
9 Use algorithm Size-System-Polynomial to compute

T = |{p ∈ RM(v, 2) : p(z1) = p(z2) = · · · = p(zr) = 0}|;
// See Claim 3.8

10 . if T = 1 then
11 return True;
12 else
13 return False;

over F2 is always a power of 2, |U ∩W | ≤ 0.5|U |. Hence

P[xi+1 ∈ U\W ] ≥ wU
|U\W |
|U |

≥ wmin · 0.5.

In other words, rank(x1, · · · ,xi+1) = rank(x1, · · · , xi) + 1 will hold with probability at

least wmin/2, thus proving (3.4). Define yi = rank(x1, · · · ,xi)− rank(x1, · · · ,xi−1), then

y1, · · · ,ys satisfy the condition of Lemma C.1 with γ = wmin/2, d = rank(U ∪ V ), k = s.

Claim 3.14 now follows by applying Lemma C.1. □
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The next (easy) claim says that suppose the distribution Z (over Fd
2) is not too con-

centrated on any single element. Then, a randomly chosen set of size roughly quadratic in

d is a hitting set for quadratic polynomials over Fd
2. In other words, any non-zero element

of RM(d, 2) is non-zero on at least one element of this set.

Claim 3.15. Let Z be a distribution over Fd
2 such that the probability weight of every

element is at least w∗/2d. Let x1,x2, . . . ,xt be independent sampled from Z. Then, we

have

P
[
∀q ∈ RM(d, 2) \ {0},∃j ∈ [t] s.t. q(xj) ̸= 0

]
≥ 1− exp

(
−tw∗/4 +

(
d

≤ 2

)
log 2

)
.

Proof. Fix q ∈ RM(d, 2) such that q ̸= 0. By Claim 3.7,

Px∼uFd
2
[q(x) = 1] ≥ 1/4.

As a consequence,

Px∼Z [q(x) = 0] ≤ 1− w∗

4
.

Hence

P[q(x1) = · · · = q(xt) = 0] ≤ (1− w∗/4)t ≤ exp(−tw∗/4).

Notice that |RM(d, 2)| = 2(
d
≤2). Using the union bound, we get the claim. □

We are now ready to finish the proof of Theorem 3.3.
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Proof of Theorem 3.3. Without loss of generality, we assume δ = 0.1, since we

can always boost the probability at a multiplicative cost of log(1/δ). By Claim 3.14, we

know that S = span(U ∪ V ) (defined in Step 3 of the algorithm) with probability 0.999.

Henceforth, we assume that S = span(U ∪ V ) holds.

By definition, D (defined in Step 5 of the algorithm) is a linear bijection between S

and Fv
2. Hence DU,DV are incomparable if and only if U, V are incomparable. Now

observe that, O′ = O(DU,DV,wU , wV ) will give samples from mixture of two subspaces

DU,DV with mixing weights wU , wV ≥ wmin. Notice that span(DU ∪ DV ) = Fv
2. We

divide the rest of the analysis into two cases.

Case 1: DU,DV are comparable.

We have DU = Fv
2 or DV = Fv

2. By Claim 3.15, with probability 0.999, there will only

be one polynomial (the zero polynomial) in the set {p ∈ RM(v, 2) : p(z1) = p(z2) = · · · =

p(zr) = 0}. In this case, T = 1. Thus, overall, with probability 0.998, the algorithm

returns the correct answer in this case.

Case 2: DU,DV are incomparable.

In this case, dim(DU) ≤ v − 1 (and dim(DV ) ≤ v − 1). Thus, there exists non-zero

vector bU (resp. bV ) such that ⟨bU , DU⟩ = {0} (resp. ⟨bV , DV ⟩ = {0}). Now, consider the

non-zero polynomial p(x) = ⟨bU , x⟩⟨bV , x⟩. By definition it satisfies p(DU ∪DV ) = {0}.

Thus, in this case, the set {p ∈ RM(v, 2) : p(z1) = p(z2) = · · · = p(zr) = 0} has at least

two elements. Thus, overall, with probability 0.999, the algorithm returns the correct

answer in this case. □
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3.4. Learning Mixtures of Incomparable Subspaces

In this section, we give a polynomial time algorithm (Algorithm 4: Incomparable-

Subspace-Recovery) for recovering the subspaces A0, A1 when given access to samples

from a mixture of two subspaces that are incomparable. We prove the following theorem.

Theorem 3.16 (restatement of Theorem 3.1). Suppose A0, A1 are incomparable.

There is an algorithm

Incomparable-Subspace-Recovery with the following guarantee: given oracle ac-

cess to O(A0, A1, w0, w1) (for unknown A0, A1, w0, w1), wmin > 0 (such that wmin ≤

min{w0, w1}) and confidence parameter δ > 0,

(1) Incomparable-Subspace-Recovery runs in sample and time complexity

poly(n/wmin) · log(1/δ).

(2) With probability 1− δ, the algorithm outputs the subspaces A0, A1, and estimates

the weights w0, w1 up to any desired inverse polynomial accuracy.

The main idea is a new procedure for dimension reduction that reduces the subspace

clustering problem to O(1) dimensions. We will construct a linear map M ∈ F10×n
2 such

that after projecting using M , the subspaces obtained MA0 = {Mx : x ∈ A0} and

MA1 = {Mx : x ∈ A1} are incomparable. The construction of M involves multiple

rounds. In each round, we use Algorithm Test-Comparability (and Theorem 3.3)

as a black box, and find a projection that brings down the dimension by one with high

probability, while maintaining incomparability of the subspaces. Once we recover the

subspaces MA0,MA1 in O(1) dimensions (using a brute force algorithm: enumerate all

possible pairs of subspace, then use Theorem 3.12), we can then recover the original
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subspaces A0, A1 by considering samples in A0∪A1 which are not mapped to MA0∩MA1

by M . We defer the proof of Theorem 3.1 to the end of section.

Algorithm 4: Incomparable-Subspace-Recovery

Input:
n – ambient dimension.
O(A0, A1, w0, w1) – oracle for random samples from mixture of subspaces.
wmin – lower bound of two mixture weights.
Output: two subspaces.

1 M=Find-A-Good-Projector(n,O(A0, A1, w0, w1), wmin);
2 Use brute force to solve

Incomparable-Subspace-Recovery(10,MO(A0, A1, w0, w1), wmin), let U, V
be the output ;

3 Set t = 100n/wmin;
4 Sample x1, · · · ,xt from O(A0, A1, w0, w1);
5 return span({xi : Mxi /∈ V }), span({xi : Mxi /∈ U});

The following lemma is crucial in establishing Theorem 3.1. The lemma proves that

with high probability, Algorithm Find-A-Good-Projector (Algorithm 5) reduces the

dimension to r = 10 while preserving the incomparability of the subspaces. If M is

randomly chosen from F10×n
2 , then MA1 ⊆ MA0 since MA0 collapses to F10

2 with high

probability. Algorithm Find-A-Good-Projector instead proceeds in multiple rounds,

and reduces the dimension one per round. If the projector M′ is chosen uniformly at

random from F(n−1)×n
2 , with constant probability M′A0,M

′A1 ∈ Fn−1
2 remain incompa-

rable. We can now use Algorithm Test-Comparability (and Theorem 3.3) to boost

the success probability in each round by repeatedly sampling M ′ and rejecting it if the

resulting subspaces are comparable.

Lemma 3.17. Given samples from a mixture of two incomparable subspaces A0, A1 ⊆

Fn
2 with mixing weights w0, w1 ≥ wmin. There exists M ∈ F10×n

2 such that MA0,MA1 are
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incomparable subspaces. Moreover, there is an algorithm Find-A-Good-Projector

that runs in time 1/wmin · poly(n) and find such a M with probability at least 0.999.

Algorithm 5: Find-A-Good-Projector

Input:
n – ambient dimension
O(A0, A1, w0, w1) – oracle for random samples from mixture of subspaces.
wmin – lower bound of two mixture weights.
Output: a matrix M ∈ F10×n

2 .
1 Set M = In, where In ∈ Fn×n

2 is the identity matrix;
2 for i = n; i > 10; i = i− 1 do

3 Sample T ∈ F(i−1)×i
2 uniformly at random;

4 while Test-Comparability(i,TMO(A0, A1, w0, w1), wmin, 1/n
2) // the

last parameter is the failure probability we want.

5 do

6 Sample T ∈ F(i−1)×i
2 uniformly at random;

7 M = TM ;

8 return M ;

Proof. We now show that Algorithm Find-A-Good-Projector runs in polyno-

mial time and finds a required projector M with high probability. Observe that from

Theorem 3.3, every call of Test-Comparability (in step 4 of Algorithm 5) fails with

probability at most δ = O(1/n2). We will prove that at any iteration i ∈ {n, n−1, . . . , 11},

a randomly chosen matrix T ∈ F(i−1)×i
2 (in step 3) succeeds with constant probability in

preserving the incomparability of the subspaces. This ensures that it will suffice to sample

O(log n) many random T per round before we succeed in that round (and hence O(n log n)

overall).

Fix an iteration i ∈ {n, n−1, . . . , 11}, and let M ∈ Fi×n
2 be the current projector. Let

U := MA0, V := MA1, and assume U, V are incomparable. We show the following claim.
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Claim: For a random T ∈ F(i−1)×i
2 chosen in step 3,

PT[TU,TV are incomparable] ≥ 9/128.(3.5)

We now prove the claim by considering two cases depending on the rank of U ∪ V i.e.,

the dimension of the span of U ∪ V .

Case 1: rank(U ∪ V ) ≤ i− 1.

Let v = rank(U∪V ) and b1, · · · , bv be a basis of span(U∪V ). By Claim 3.11, Tb1, · · · ,Tbv

can be viewed as being sampled independently from Fi−1
2 . A uniformly random matrix

from F(i−1)×(i−1)
2 is full-rank with probability at least

∏
j≥1(1− 2−j) ≥ 1/4. Hence,

P[Tb1, · · · ,Tbv are linearly independent] ≥ 1/4.

WhenTb1, · · · ,Tbv are linearly independent, TU,TV are incomparable as required. This

establishes (3.5) in Case 1.

Case 2: rank(U ∪ V ) = i.

Let b1, . . . , bdim(U∩V ) be a basis of U ∩ V . We extend the basis such that

b1, . . . , bdim(U∩V ), c1, . . . , cdim(U)−dim(U∩V ) is a basis of U , and similarly, we extend the basis

so that b1, . . . , bdim(U∩V ), d1, . . . , ddim(V )−dim(U∩V ) is a basis of V . Observe that

b1, . . . , bdim(U∩V ), c1, . . . , cdim(U)−dim(U∩V ), d1, . . . , ddim(V )−dim(U∩V ) is a basis of span(U∪V ).

Reorder this basis to get a1, . . . , ai such that ai−1 = c1, ai = d1. Let tj denote Taj. By
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Claim 3.11, t1, · · · , ti are independent and identically distributed. Let E be the event

E =



tj /∈ span(t1, · · · , tj−1) ∀1 ≤ j ≤ i− 3

ti−2 ∈ span(t1, · · · , ti−3)

ti−1 /∈ span(t1, · · · , ti−2)

ti /∈ span(t1, · · · , ti−1)

Then,

PT[E ] = (
i−3∏
j=1

(1− 2j−1/2i−1)) · 1/4 · 3/4 · 1/2 ≥ 3/4 · 3/32 = 9/128.

Condition on E . We now show that TU,TV are incomparable as required. We will show

TU ⊈ TV , the other direction is similar. By definition ti−1 = Tai−1 = Tc1 ∈ TU , and

ti−1 /∈ span(t1, t2, · · · , ti−2, ti). However TV ⊆ span(t1, t2, · · · , ti−2, ti), hence ti−1 /∈ TV ,

TU ⊈ TV . This establishes (3.5). Hence the lemma follows. □

The following lemma shows that a few samples drawn uniformly from S \ T suffice to

recover S with high probability. This will allow us to recover A0 and A1 after clustering

the points in MA0 ∪MA1.

Lemma 3.18. Let S be a subspace of Fn
2 and of dimension d. Let T be a proper

subspace of S. Let t ≥ 8n be a integer. x1, · · · ,xt are independently uniformly sampled

from S\T . Then,

P[span(x1, · · · ,xt) = S] ≥ 1− e−t/128.
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Proof. Let V ⊊ S be a fixed subspace. Then by Claim 3.10, |S\(T ∪ V )| ≥ 2d−2,

which is at least 1/4 of |S|. We have

Px∼uS\T [x /∈ V ] ≥ 1/4.

In other words, if span(x1, · · · ,xk) ̸= S, then rank(x1, · · · ,xk+1) = rank(x1, · · ·xk) + 1

will hold with probability at least 1/4. Define the random variables yi = rank(x1, · · · ,xi)−

rank(x1, · · · ,xi−1) for i ∈ {1, 2, . . . , t}. Note that y1, · · · ,yt are not quite independent

(since the probability the rank increases at step i depends on the random choices of

x1, . . . ,xi−1 in previous iterations). But they satisfy the condition of Lemma C.1 with

γ = 1/4, d = dim(S), k = t. The proof is completed after applying Lemma C.1. □

We are now ready to complete the proof of Theorem 3.1.

Proof of Theorem 3.1. Without loss of generality, we assume δ = 0.1, since we

can always boost the probability at a multiplicative cost of log(1/δ). By Lemma 3.17, M

satisfies the property that MA0,MA1 are incomparable with high probability (probability

at least 0.999, say). Moreover assuming MA0,MA1 are incomparable, the brute force

algorithm will return them with high probability.

Let U = MA0, V = MA1. We will show that span({xi : Mxi /∈ V }) = A0 with proba-

bility 0.998. Observe that W = {x ∈ A0 : Mx ∈ MA1} is a proper subspace of A0. Hence

if x is drawn uniformly from A0, x will not be in W with probability at least 1/2. By

Chernoff bound, we expect to see at least 20n samples in {xi : Mxi /∈ V } with probability

at least 0.999 and all these samples can be viewed as uniformly drawn from A0\W . By

Lemma 3.18, span({xi : Mxi /∈ MA1}) = A0 with probability 0.998. A similar argument

shows that the algorithm also recovers A1 with high probability. Finally, after recovering
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A0, A1 it is also easy to estimate the weights w0, w1 to inverse polynomial accuracy (see

Remark 3.5). □

3.5. Mixtures of Two Subspaces with Significant Dimension Difference

In this section, we prove Theorem 3.2 (restated below for convenience of the reader)

which shows that there is a computationally efficient algorithm for learning a mixture of

two subspaces with significantly different dimensions. Note that the following theorem

does not assume that the two subspaces are incomparable.

Theorem 3.19 (restatement of Theorem 3.2). Let wmin ≥ 1/100. Let d0 ≥ d1 and

suppose α := d1/d0 < 1 − log d0√
d0

. There is an algorithm Subspace-Recover-Large-

Diff with the following guarantee: given oracle access to O(A0, A1, w0, w1)(for unknown

A0, A1, w0, w1), wmin > 0 (such that wmin ≤ min{w0, w1}) and confidence parameter

δ > 0,

(1) Subspace-Recover-Large-Diff runs in sample and time complexity

log(1/δ)poly(n) · dO(1)/(1−α)
0 .

(2) With probability 1− δ, the algorithm outputs the subspaces A0, A1, and estimates

the mixing weights up to any desired inverse polynomial accuracy.

The algorithm Subspace-Recover-Large-Diff is described in Figure 6. Before

proving Theorem 3.2, we will make some simplifying assumptions (with their justifications

given below) followed by some useful notation.
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Remark 3.20. Without loss of generality, we can assume

(1) n = d0. This is because we can first use Theorem 3.3 to test whether the underly-

ing subspaces are incomparable. If they are incomparable, we can use Theorem 3.1

to recover the subspaces. If not, we can take O(n/wmin) samples from the mix-

ture to get span(A0 ∪ A1) with high probability (see Claim 3.14). We can then

construct a linear bijection, say D, between span(A0 ∪A1) and Fd0
2 . Applying the

map D to every sample from the mixture, we can now assume that n = d0.

(2) The algorithm knows d0, d1. This is because we can enumerate all the possible

values of d0, d1 and run the algorithm Subspace-Recover-Large-Diff to get

a list of candidate hypotheses. We can then use the hypothesis testing algorithm

in Theorem 3.12 to identify the correct one with high probability.

(3) We set δ = 0.1. This is because we can always boost the success probability of our

algorithm at a multiplicative cost of log(1/δ).

(4) d0 is at least a sufficiently large constant (which only depends on wmin). Other-

wise, we can always apply a brute force algorithm to recover the subspaces.

Notation.

(1) We will use ϕℓ(x) ∈ F(
n
≤ℓ)

2 to represent the vector consisting of all the monomials

of degree at most ℓ on x, including the constant term. As an example, when

ℓ = 2 and n = 2, we have ϕℓ(x) = (1, x1, x2, x1x2) – note that because the

underlying field is F2, all the monomials are multilinear. We will use ϕℓ(A) to

denote {ϕℓ(x) : x ∈ A}. ϕℓ(A) is a set of vectors in F(
n
≤ℓ)

2 .

(2) We define t := d0−d1 = (1−α)d0 to denote the difference between the dimensions

of the underlying subspaces A0 and A1.
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(3) For a sequence of vector x1, x2, · · · , xk, we define x−i := {xj : j ̸= i}.

(4) Let us denote by yi := ϕℓ(xi).

Finally, we note that for any subspace V of dimension d over F2, rank(ϕℓ(V )) =
(

d
≤ℓ

)
.

Algorithm 6: Subspace-Recover-Large-Diff

Input:
d0 – dimension of the larger subspace
α ≤ 1 – ratio of the dimensions of two subspaces
O(A0, A1, w0, w1) – oracle for random samples from mixture of subspaces.
wmin – minimum of two mixture weights.
Output: two subspaces U, V .

1 Set ℓ = 2 log(100/wmin)
1−α

;

2 Use O(A0, A1, w0, w1) to sample m =
(
d0
≤ℓ

)
vectors x1,x2, · · · ,xm;

3 Let S be the set of all i ∈ [m] such that yi := ϕℓ(xi) can be expressed as linear
combination of {ϕℓ(xj) : j ̸= i};

4 return U = span({xi : i ∈ S}), V = span({xi : xi /∈ U});

We start with the following crucial lemma from Ben-Eliezer et al. [2012] (stated below).

An equivalent version was also proven in [Keevash and Sudakov, 2005, Theorem 1.5].

Lemma 3.21 (Lemma 4, Ben-Eliezer et al. [2012]). Let x1, x2, · · · , xR be R = 2r

distinct points in Fn
2 . Consider the linear space of degree d polynomials restricted to these

points; that is, the space

{(p(x1), · · · , p(xR)) : p ∈ RM(n, d)}.

The linear dimension of this space is at least
(

r
≤d

)
.

As an easy corollary, we have the following claim.
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Lemma 3.22. Let x1, x2, · · · , xR be distinct points in Fn
2 . If R ≥ 2r, then

rank({ϕℓ(x1), · · · , ϕℓ(xR)}) ≥
(

r

≤ ℓ

)
.

Proof. Without loss of generality, we can assume R = 2r, since having more points

can only increase the rank. Let t = |RM(n, ℓ)|. Say RM(n, ℓ) = {p1, · · · , pt}. Let A ∈ Ft×R
2

be defined as Ai,j = pi(xj). Applying Lemma 3.21 with d = ℓ, we know the row-rank

of A is at least
(

r
≤ℓ

)
. Let B ∈ F(

n
≤ℓ)×R

2 be the matrix whose ith column is ϕℓ(xi). Since

every polynomial is a linear combination of monomials, there exists C ∈ F
t×( n

≤ℓ)
2 such that

A = CB, hence rank(B) ≥ rank(A) ≥
(

r
≤ℓ

)
. □

Proof of Theorem 3.2. Let I0 (resp. I1) be the set of all i such that xi was sampled

from A0 (resp. A1). We now define the events E1, E2, E3 and E4 as follows:

(1) E1: ∀i ∈ I0,yi /∈ span({y−i} ∪ ϕℓ(A1))

(2) E2: |I1| ≥ 10
(
αd0
≤ℓ

)
(3) E3: ∀T ⊆ I1 such that |T | ≥ 0.9|I1|, we have span({xj}j∈T ) = A1

(4) E4: span({xj}j∈I0) = A0

Assume E1, E2, E3, E4 holds. Note that whenever E1 holds, it follows that S (defined in line

3 of Subspace-Recover-Large-Diff) is a subset of I1. We now show that A1 can be

recovered from the span of the samples corresponding to S. Now, consider the set {ϕℓ(xi) :

i ∈ I1\S}. By definition, the elements of this set are linearly independent (otherwise, they

will belong in S). As dim(span(ϕℓ(A1))) ≤
(
αd0
≤ℓ

)
, it follows that |{ϕℓ(xi) : i ∈ I1 \ S}| ≤(

αd0
≤ℓ

)
. As i 7→ ϕℓ(xi) is a injection on I1 \ S , it follows that |{i ∈ I1 \ S}| ≤

(
αd0
≤ℓ

)
. Since

E2 holds, |I1 \ S| ≤ 0.1|I1|, hence |S| ≥ 0.9|I1|. Since E3 holds, span ({xj}j∈S) = A1.
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We now argue that the algorithm also recovers A0. We claim {j ∈ [m] : xj /∈ A1} = I0.

Fix j ∈ I0. Since E1 holds, ϕℓ(xj) = yj /∈ ϕℓ(A1), then xj /∈ A1. Hence I0 ⊆ {j : xj /∈ A1}.

It is not hard to see {j : xj /∈ A1} ⊆ I0. Finally when E4 holds, we have span({xj : xj /∈

A1}) = span({xj : j ∈ I0}) = A0.

Thus, it remains to show that E1, E2, E3 and E4 hold simultaneously with probability

0.99.

Proof of P[E1] ≥ 0.999: First, observe that by definition, ℓ = 2 log(100/wmin)
1−α

. Using the

assumption on d0 and wmin, it follows that

(3.6) ℓ =
2 log(100/wmin)

1− α
= O

( √
d0

log d0

)
; d0 ≥

2ℓ

(1− α)
.

From this, applying the constraints on d0 and ℓ from (3.6), we get

(3.7)
(wmin

100

)1/ℓ
≥ 1 +

1

ℓ
· log

(wmin

100

)
≥ (1 + α)

2
≥ α +

ℓ

d0
.

Now, it is not difficult to see that
(
αd0
≤ℓ

)
≤
(
αd0+ℓ

ℓ

)
– it easily follows from the combinatorial

interpretation of binomial coefficients. Now, using this and (3.7), we get

(3.8)

(
αd0
≤ℓ

)(
d0
≤ℓ

) ≤
(
αd0+ℓ

ℓ

)(
d0
ℓ

) ≤
(
α +

ℓ

d0

)ℓ

≤ wmin

100
.
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We now have,

P
[
dim(span({y−i} ∪ ϕℓ(A1))) ≤ (1− 0.4wmin)

(
d0
≤ ℓ

)](3.9)

≥P
[
dim(span({y−i} ∪ ϕℓ(A1))) ≤ (1− 0.5wmin)

(
d0
≤ ℓ

)
+

(
αd0
≤ ℓ

)]
using (3.8),

≥P
[
dim(span({y−i})) ≤ (1− 0.5wmin)

(
d0
≤ ℓ

)]
using dim(span(ϕℓ(A1))) =

(
αd0
≤ ℓ

)
,

≥P[|I0| ≤ (1− 0.5wmin)

(
d0
≤ ℓ

)
]

using |I0| ≥ |{y−i}| ≥ dim(span({y−i})),

≥1− e−
wmin

2

24 (d0≤ℓ)

(3.10)

from a standard Chernoff bound.

Let us now define the event Bi as the event that i ∈ I0 and dim(span({y−i} ∪ ϕℓ(A1))) ≤

(1− 0.4wmin)
(
d0
≤ℓ

)
. Let r := ⌈(1− 0.4wmin/ℓ)d0 + ℓ⌉. Using reasoning similar to (3.8), we

have (
r
≤ℓ

)(
d0
≤ℓ

) ≥
(
r
ℓ

)(
d0+ℓ
ℓ

) ≥
(
r − ℓ

d0

)ℓ

≥
(
1− 0.4wmin

ℓ

)ℓ

≥ 1− 0.4wmin.

Thus, it follows that if the event Bi holds, dim(span({y−i} ∪ ϕℓ(A1))) ≤
(

r
≤ℓ

)
. Now, let

us define the set Hi = {x ∈ Fd0
2 : ϕℓ(x) ∈ span({y−i} ∪ ϕℓ(A1))}. By Lemma 3.22, we get
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that |Hi| ≤ 2r+1. Thus, we now have

P[yi ∈ span({y−i} ∪ ϕℓ(A1))|Bi] =
|Hi|
2d0

≤ 2r+1

2d0
≤ 2−

0.35wmind0
ℓ .(3.11)

Applying the above inequality along with (3.10), we get

P[yi /∈ span({y−i} ∪ ϕℓ(A1))|i ∈ I0] ≥ 1− 2
−0.35wmind0

ℓ − e−
wmin

2

24 (d0≤ℓ) ≥ 1− 2
−0.3wmind0

ℓ .

(3.12)

By taking a union bound, it follows that

P[∀i ∈ I0,yi /∈ span({y−i} ∪ ϕℓ(A1))] ≥ 1−
(

d0
≤ ℓ

)
2

−0.3wmind0
ℓ ≥ 1− 2

−0.2wmind0
ℓ .(3.13)

As we have chosen d0 to be sufficiently large, the right-hand side is at least 0.999 showing

that P[E1] ≥ 0.999.

Proof of P[E2] ≥ 0.999: This follows from a straightforward Chernoff bound on the

sampling process defining I1.

Proof of P[E3] ≥ 0.999: This is a direct application of Claim 3.9.

Proof of P[E4] ≥ 0.999: This also follows from Claim 3.9. □
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3.6. Reduction from Learning Parity with Noise

In this section, we show how the problem of learning a mixture of two (comparable)

subspaces captures the notorious hard problem of learning parity with noise (LPN).

Given n ∈ N, the (n, ε)-LPN problem is instantiated by an (unknown) parity function

f : Fn
2 → F2 and a noise parameter ε ∈ (0, 1/2). The samples are generated i.i.d. by a

sampling oracle O = O(f, ε) as follows. First, x ∼u Fn
2 is sampled uniformly at random

from Fn
2 . Then b ∈ {0, 1} is sampled such that P[b = 0] = 1 − ε and P[b = 1] = ε. If

b = 0, O outputs (x, f(x)) and if b = 1, outputs (x, 1− f(x)). Given samples generated

i.i.d. by the sampling oracle O(f, ε), the goal is to learn the unknown parity function f .

The following simple proposition reduces LPN to learning mixtures of (comparable)

subspaces in Fn+1
2 , where the subspaces have dimensions n+ 1 and n respectively.

Proposition 3.23. Suppose there exists an algorithm ALG that given samples from

a mixture of two subspaces A0 = Fn+1
2 , A1 ⊆ Fn+1

2 of dimensions n + 1, n respectively,

with mixing weights 2ε, 1 − 2ε, runs in time T = T (n, δ) and solves this problem with

probability 1− δ. Then there is an algorithm that solves (n, ε)-LPN with probability 1− δ

and running time O(T ) + poly(n).

Proof. Consider a sample (x,y) ∈ Fn+1
2 (with x ∈ Fn

2 ) drawn from a sampling oracle

O(f, ε) for the (n, ε)-LPN problem. We can view (x,y) as a sample from a mixture of

two subspace Fn+1
2 , A1 ⊆ Fn+1

2 of dimension n + 1, n (respectively) with mixing weights

2ε, (1 − 2ε) as follows. Let A1 be the subspace of dimension n defined by the linear

equation f(x) + y = 0 over F2. On the one hand, if b = 1, then (x,y) ∈ Fn+1
2 does not

belong to A1; it is drawn from A0 \ A1. On the other hand when b = 0, (x,y) ∈ Fn+1
2
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lies in the subspace A1. But this could correspond to a sample drawn from A1 or to the

portion of A0 that overlaps with A1 (recall that A1 ⊂ A0 and |A0 ∩ A1| = |A0|/2 in our

case). Hence by setting the mixing weights of the subspaces A0 = Fn+1
2 , A1 to be 2ε, 1−2ε

respectively, we can view a sample (x,y) drawn from the LPN problem as being drawn

from the mixture of subspaces A0, A1.

Our goal is then to recover A0, A1 from i.i.d. samples of the form (x,y) drawn from

the LPN problem. If the algorithm ALG succeeds in finding A1, then this provides a

parity function f (corresponding to the constraint defining A1) that satisfies the LPN

problem. □

The next proposition shows that learning mixtures of two subspaces A0, A1 in Fn+1
2

where A0 = Fn+1
2 and dim(A1) = n is in fact equivalent to the LPN problem.

Proposition 3.24. Suppose there is an algorithm ALG that solves (n, ε)-LPN with

probability 1 − δ and running time T = T (n, δ). Then, there is an algorithm that gives

samples from a mixture of two subspaces Fn+1
2 , A1 ⊆ Fn+1

2 of dimension n + 1, n respec-

tively with mixing weights 2ε, 1− 2ε, runs in time O(nT ) + poly(n) and recovers A1 with

probability 1− δ − exp(−n).

Proof. We start with a simple observation. Suppose (*) xi1 + xi2 + · · · + xik = 0 be

the constraint defining subspace A1, and suppose j ∈ {i1, i2, · · · , ik}. Consider the parity

f : F{1,2,...,n+1}\{j}
2 → F2, where f(x) =

∑
ℓ∈{i1,i2,...,ik}\{j}

xℓ.

On one hand, if (x1, . . . ,xn+1) is drawn from A1 (this is with probability 1−2ε), then the

pair (x−j,xj) satisfies the parity f by definition of A1. On the other hand, if (x1, . . . ,xn+1)
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is drawn from A0 (this is with probability 2ε), it satisfies parity f with probability 1/2.

In total, the parity f is satisfied with probability 1 − 2ε + 1
2
(2ε) = 1 − ε. Hence, a

sample (x1, . . . ,xn+1) from the mixture of subspaces with weights 2ε, 1− ε, (x−j,xj) can

be viewed as a sample of (n, ε)-LPN with unknown parity f .

We do not know {i1, i2, . . . , ik}. However, we can guess and try out j = 1, · · · , j = n+1

and get at most n+1 candidate hypotheses. We can then use the well-known hypothesis

testing result from Proposition B.2 to filter and find the correct subspace A1 with high

probability. □
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CHAPTER 4

Robust Subspace Recovery in a Smoothed Analysis Setting

4.1. Introduction

Robust subspace recovery is a basic problem in unsupervised learning where we are

given m points x1, . . . , xm ∈ Rn, an α ∈ (0, 1) fraction of which lie on (or close to) a d-

dimensional subspace T . When can we find the subspace T , and hence the “inliers”, that

belong to this subspace? This problem is closely related to designing a robust estimator

for subspace recovery: a β-robust estimator for subspace recovery approximately recovers

the subspace even when a β fraction of the points are corrupted arbitrarily (think of

β = 1 − α). The largest value of β that an estimator tolerates is called the breakdown

point of the estimator. This problem has attracted significant attention in the robust

statistics community Rousseeuw [1984], Rousseeuw and Leroy [2005], Donoho and Huber

[1983], yet many of these estimators are not computationally efficient in high dimensions.

On the other hand, the singular value decomposition is not robust to outliers. Hardt and

Moitra Hardt and Moitra [2013] gave the first algorithm for this problem that is both

computationally efficient and robust. Their algorithm successfully estimates the subspace

T when α > d/n, assuming a certain non-degeneracy condition about both the inliers and

outliers.1 This algorithm is also robust to some small amount of noise in each point i.e.,

the inliers need not lie exactly on the subspace T . They complemented their result with a

1This general position condition holds in a smoothed analysis setting
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computational hardness in the worst-case (based on the Small Set Expansion hypothesis)

for finding the subspace when α < d/n.

We give a simple algorithm that for any constants ℓ ≥ 1, δ > 0 runs in poly(mnℓ) time

and in a smoothed analysis setting, provably recovers the subspace T with high probability,

when α ≥ (1 + δ)(d/n)ℓ. Note that this is significantly smaller than the bound of (d/n)

from Hardt and Moitra [2013] when ℓ > 1. For instance in the setting when d = (1− η)n

for some constant η > 0 (say η = 1/2), our algorithms recover the subspace when the

fraction of inliers is any constant α > 0 by choosing ℓ = O(log(α)/ log(1− η)), while the

previous result requires that at least α > 1 − η of the points are inliers. On the other

hand, when d/n = n−Ω(1) the algorithm can tolerate any inverse polynomially small α, in

polynomial time. In our smoothed analysis setting, each point is given a small random

perturbation – each outlier is perturbed with a n-variate Gaussian N(0, ρ2)n (think of

ρ = 1/poly(n)), and each inlier is perturbed with a projection of a n-variate Gaussian

N(0, ρ2)n onto the subspace T . Finally, there can be some adversarial noise added to each

point (this adversarial noise can in fact depend on the random perturbations).

Informal Theorem 4.1. For any δ ∈ (0, 1), ℓ ∈ Z+ and ρ > 0. Suppose there are

m = Ω(nℓ + d/(δα)) points x1, . . . , xm ∈ Rn which are randomly ρ-perturbed according to

the smoothed analysis model described above, with an α ≥ (1 + δ)
(
d+ℓ−1

ℓ

)
/
(
n+ℓ−1

ℓ

)
fraction

of the points being inliers, and total adversarial noise ε0 ≤ polyℓ(ρ/m). Then there is

an efficient algorithm that returns a subspace T ′ with ∥sinΘ(T, T ′)∥F ≤ polyℓ(ε0, ρ, 1/m)

with probability at least 1− exp
(
− Ωℓ(δn) + 2 logm

)
− exp(−Ω(d logm)).
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See Section 4.3 for a formal statement, algorithm, and proof. While the above result

gives smoothed analysis guarantees when α is at least (d/n)ℓ < d/n, the hardness result

of Hardt and Moitra [2013] shows that finding a d-dimensional subspace that contains an

α < d/n fraction of the points is computationally hard assuming the Small Set Expansion

conjecture. Hence our result presents a striking contrast between the intractability result

in the worst-case and a computationally efficient algorithm in a smoothed analysis setting

when α > (d/n)ℓ for some constant ℓ ≥ 1. Further, we remark that the error tolerance of

the algorithm (amount of adversarial error ε0) does not depend on the failure probability.

Techniques and comparisons. The algorithm for robust subspace recovery at a

high level follows the same approach as Hardt and Moitra [Hardt and Moitra, 2013].

Their main insight was that if we sample a set of size slightly less than n from the input,

and if the fraction of inliers is > (1 + δ)d/n, then there is a good probability of obtaining

> d inliers, and thus there exist points that are in the linear span of the others. Further,

since we sampled fewer than n points and the outliers are also in general position, one

can conclude that the only points that are in the linear span of the other points are the

inliers.

Our algorithm for handling smaller α is simple and is also tolerant to an inverse

polynomial amount of adversarial noise in the points. Our first observation is that we can

use a similar idea of looking for linear dependencies, but with tensored vectors! Let us

illustrate in the case ℓ = 2. Suppose that the fraction of inliers is > (1 + δ)
(
d+1
2

)
/
(
n+1
2

)
.

Suppose we take a sample of size slightly less than
(
n+1
2

)
points from the input, and

consider the flattened vectors x⊗ x of these points. As long as we have more than
(
d+1
2

)
inliers, we expect to find linear dependencies among the tensored inlier vectors. However,
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we need to account for the adversarial error in the points (this error could depend on

the random perturbations as well). For each point, we will look for “bounded” linear

combinations that are close to the given point. Using Theorem 4.6, we can show that

such dependencies cannot involve the outliers. This in turn allows us to recover the

subspace even when α > (d/n)ℓ for any constant ℓ in a smoothed analysis sense.

We remark that the earlier least singular value bounds of Bhaskara et al. [2014a] can be

used to show a weaker guarantee about robust linear independence of the matrix formed

by columns x̃⊗ℓ
i with a cℓ factor loss in the number of columns (for a constant c ≈ e).

This translates to an improvement over Hardt and Moitra [2013] only in the regime when

d < n/c. The tight characterization in Theorem 4.6 is crucial for our algorithm to beat

the d/n threshold of Hardt and Moitra [2013] for any dimension d < n.

4.2. Preliminaries

In this section, we introduce notation and preliminary results that will be used through-

out the rest of the chapter.

Given a vector a ∈ Rn and a ρ (typically a small inverse polynomial in n), a ρ-

perturbation of a is obtained by adding independent Gaussian random variables xi ∼

N(0, ρ2/n) to each coordinate of a. The result of this perturbation is denoted by ã.

We will denote the singular values of a matrix M by σ1(M), σ2(M), . . ., in decreasing

order. We will usually use k or R to represent the number of columns of the matrix. The

maximum and minimum (nonzero) singular values are also sometimes written σmax(M)

and σmin(M).
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While estimating the minimum singular value of a matrix can be difficult to do directly,

it is closely related to the leave-one-out distance of a matrix, which is often much easier

to calculate.

Definition 4.2. Given a matrix M ∈ Rn×k with columns M1, . . . ,Mk, the leave-one-

out distance of M is

(4.1) ℓ(M) = min
i

dist(Mi, Span{Mj : j ̸= i}).

The leave-one-out distance is closely related to the minimum singular value, up to a

factor polynomial in the number of columns of M Rudelson and Vershynin [2008].

Lemma 4.3. For any matrix M ∈ Rn×k, we have

(4.2)
ℓ(M)√

k
≤ σmin(M) ≤ ℓ(M).

Tensors and multivariate polynomials. An order-ℓ tensor T ∈ Rn×n×···×n has ℓ

modes each of dimension n. Given vectors u, v ∈ Rn we will denote by u⊗ v ∈ Rn×n the

outer product between the vectors u, v, and by u⊗ℓ the outer product of u with itself ℓ

times i.e., u⊗ u⊗ · · · ⊗ u.

We will often identify an ℓth order tensor T (with dimension n in each mode) with the

vector in Rnℓ
obtained by flattening the tensor into a vector. For the sake of convenience,

we will sometimes abuse notation (when the context is clear) and use T to represent both

the tensor and flattened vector interchangeably. Given two ℓth order tensors T1, T2 the

inner product ⟨T1, T2⟩ denotes the inner product of the corresponding flattened vectors in

Rnℓ
.
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A symmetric tensor T of order ℓ satisfies T (i1, i2, . . . , iℓ) = T (iπ(1), . . . , iπ(ℓ)) for any

i1, . . . , iℓ ∈ [n] and any permutation π of the elements in [ℓ]. It is easy to see that the set

of symmetric tensors is a linear subspace of Rn⊗ℓ
, and has a dimension equal to

(
n+ℓ−1

ℓ

)
.

Given any n-variate degree ℓ homogenous polynomial g ∈ Rn → R, we can associate with

g the unique symmetric tensor T of order ℓ such that g(x) = ⟨T, x⊗ℓ⟩.

4.3. Robust Subspace Recovery

We introduce the following smoothed analysis framework for studying robust subspace

recovery. The following model also tolerates some small amount of error in each point

i.e., inliers need not lie exactly on the subspace, but just close to it.

4.3.1. Input model

In what follows, α, ε0, ρ ∈ (0, 1) are parameters.

(1) An adversary chooses a hidden subspace T of dimension d in Rn, and then chooses

αm points from T and (1− α)m points from Rn. We denote these points inliers

and outliers respectively. Then the adversary mixes them in arbitrary order.

Denote these points a1, a2, . . . , am. Let A = (a1, a2, . . . , am), and Iin, Iout be the

set of indices of inliers and outliers respectively. For convenience, we assume that

all the points have lengths in the range [1/2, 1].2

(2) Each inlier is ρ-perturbed with respect to T . (Formally, this means considering

an orthonormal basis BT for T and adding BTv, where v ∼ N (0, ρ2/d)d.) Each

2If the perturbations in step (2) are done proportional to the norm, this assumption can be made without
loss of generality. (Since the algorithm can scale the lengths of each of the points.)
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outlier is ρ-perturbed with respect to Rn. Let G denote the perturbations, and

let us write Ã = A+G.

(3) With the constraint ∥E∥F ≤ ε0, the adversary adds noise E ∈ Rn×m to A,

yielding Ã′ = Ã+ E = (ã′1, ã
′
2, · · · ). Note that this adversarial noise can depend

on the random perturbations in step 2.

(4) We are given Ã′.

The goal of the subspace recovery problem is to return a subspace T ′ close to T .

Notation. As introduced above, Ã = A + G denotes the perturbed vectors. ãi de-

notes the i’th column of Ã. We also use the notation AI to denote the sub-matrix of A

corresponding to columns in a set I.

4.3.2. Our result

We show the following theorem about the recoverability of T .

Theorem 4.4. Let δ ∈ (0, 1), ℓ ∈ Z+ and ρ > 0. Suppose we are given m ≥

nℓ + 8d/(δα) points x1, x2, · · · , xm ∈ Rn generated as described above, where the fraction

of inliers α satisfies α ≥ (1 + δ)
(
d+ℓ−1

ℓ

)
/
(
n+ℓ−1

ℓ

)
. Then there exists ε0 = polyℓ(ρ/m) such

that whenever ∥E∥F ≤ ε0, there is an efficient deterministic algorithm that returns a

subspace T ′ that satisfies

(4.3)

∥sinΘ(T, T ′)∥F ≤ ∥E∥F ·polyℓ(m, 1/ρ), w.p. ≥ 1−2m2[exp(−Ωℓ(δn))+exp(−Ω(d logm))].



95

When d/n < 1, the above theorem gives recovery guarantees even when the fraction

of inliers is approximately (d/n)ℓ. This can be significantly smaller than d/n (shown

in Hardt and Moitra [2013]) for any constant ℓ > 1.

Algorithm overview. We start by recalling the approach of Hardt and Moitra [2013].

The main insight here is that if we sample a set of size slightly less than n from the input,

and if the fraction of inliers is > (1 + δ)d/n, then there is a good probability of obtaining

> d inliers, and thus there exist points that are in the linear span of the others. Further,

since we sampled fewer than n points and the outliers are also in general position, one

can conclude that the only points that are in the linear span of the other points are the

inliers! In our algorithm, the key idea is to use the same overall structure, but with

tensored vectors. Let us illustrate in the case ℓ = 2. Suppose that the fraction of inliers

is > (1 + δ)
(
d+1
2

)
/
(
n+1
2

)
. Suppose we take a sample of size slightly less than

(
n+1
2

)
points

from the input, and consider the flattened vectors x ⊗ x of these points. As long as we

have more than
(
d+1
2

)
inliers, we expect to find linear dependencies among the tensored

inlier vectors. Further, using Theorem 4.6 (with some modifications, as we will discuss),

we can show that such dependencies cannot involve the outliers. This allows us to find

sufficiently many inliers, which in turn allows us to recover the subspace T up to a small

error.

Given m points, the algorithm (Algorithm 7) considers several batches of points each

of size b = (1 − δ
3
)
(
n+ℓ−1

ℓ

)
. Suppose for now that m is a multiple of b, and that the m/b

batches form an arbitrary partition of the m points. (See the note in Section 4.3.3 for

handling the general case.) In every batch, the algorithm does the following: for each point

u in the batch, it attempts to represent u⊗ℓ as a “small-coefficient” linear combination
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(defined formally below) of the tensor products of the other points in the batch. If the

error in this representation is small enough, the point is identified as an inlier.

Definition 4.5 (c-bounded linear combination). Let v1, v2, . . . , vm be a set of vectors.

A vector u is said to be expressible as a c-bounded linear combination of the {vi} if there

exist {αi}mi=1 such that |αi| ≤ c for all i, and u =
∑

i αivi. Further, u is said to be

expressible as a c-bounded combination of the {vi} with error δ if there exist {αi}mi=1 as

above with |αi| ≤ c for all i, and ∥u−
∑

i αivi∥1 ≤ δ.

Notice that in the above definition, the error is measured by ℓ1 norm. In the algorithm,

we will need a subprocedure to check whether a vector is expressible as a 1-bounded

combination of some other vectors with some fixed error. By the choice of ℓ1 norm, this

subprocedure can be formulated as a Linear Programming problem, hence we can solve

it efficiently.

Algorithm 7: Robust subspace recovery

1 Set threshold τ = Ωℓ(ρ
ℓ/nℓ)(which is the threshold from Theorem 4.6). Set

batchsize b = (1− (δ/3))
(
n+ℓ−1

ℓ

)
;

2 Let V1, V2, · · · , Vr be the r ≤ m batches each of size b as defined above;
3 Initialize C = ∅;
4 for i = 1, 2, · · · , r do
5 Let S be the set of all u ∈ Vi such that ã′⊗ℓ

u can be expressed as 1-bounded

combinations of {ã′⊗ℓ
v : v ∈ Vi \ {u}}, with error ≤ τ/2;

6 C = C ∪ S;

7 Return the subspace T ′ corresponding to the top d singular values of Ã′
C
, for any

2d-sized subset C of C;

Proof outline. The analysis involves two key steps. The first is to prove that none

of the outliers are included in S in step 5 of the algorithm. This is where we use 1-

bounded linear combinations. If the coefficients were to be unrestricted, then because the
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error matrix E is arbitrary, it is possible to have a tensored outlier being expressible as

a linear combination of the other tensored vectors in the batch. The second step is to

prove that we find enough inliers overall. On average, we expect to find at least δ
3

(
d+ℓ−1

ℓ

)
inlier columns in each batch. We “collect” these inliers until we get a total of 2d inliers.

Finally, we prove that these can be used to obtain T up to a small error.

We will use the following result in Bhaskara et al. [2019], which helps analyze the

linear independencies among the tensored vectors.

Theorem 4.6 (Bhaskara et al. [2019], Theorem 4.1). Let δ ∈ (0, 1), and let Vℓ be

space of all symmetric order ℓ tensors in Rn×n×···×n (dimension is D =
(
n+ℓ−1

ℓ

)
), and let

W ⊂ Vℓ be an arbitrary subspace of dimension δD. Then we have for any x ∈ Rn and

x̃ = x+ z where z ∼ N(0, ρ2/n)n

Pz

[
∥ΠW x̃⊗ℓ∥2 ≥

c1(ℓ)ρ
ℓ

nℓ

]
≥ 1− exp

(
− c2(ℓ)δn

)
,

where c1(ℓ), c2(ℓ) are constants that depend only on ℓ.

For convenience, let us write g(n) := Ωℓ(δn) (which is the exponent in the failure prob-

ability from Theorem 4.6). Thus the failure probabilities can be written as exp(−g(n)).

Lemma 4.7. With probability at least 1− exp(−g(n) + 2 logm), none of the outliers

are chosen. I.e., C ∩ Iout = ∅.

Proof. The proof relies crucially on the choice of the batch size. Let us fix some batch

Vj. Note that by the way the points are generated, each point in Vj is ãi
′, for some ai

that is either an inlier or an outlier.
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Let us first consider only the perturbations (i.e., without the noise addition step).

Recall that we denoted these vectors by ãi. Let us additionally denote by B(j) the matrix

whose columns are ã⊗ℓ
i for all i in the phase j. Consider any i corresponding to an outlier.

Now, because the batch size is only (1− δ
3
)
(
n+ℓ−1

ℓ

)
, we have (using Theorem 4.6) that the

projection of the column B
(j)
i orthogonal to the span of the remaining columns (which we

denote by B
(j)
−i ) is large enough, with very high probability. Formally,

(4.4) P[dist(B(j)
i , span(B

(j)
−i )) ≥ τ ] ≥ 1− exp(−g(n)).

Indeed, taking a union bound, we have that the inequality dist(B
(j)
i , span(B

(j)
−i )) ≥

τ holds for all outliers i (and their corresponding batch j) with probability ≥ 1 −

m2 exp(−g(n)).

We need to show that moving from the vectors ãi to ã′i maintains the distance. For

this, the following simple observation will be useful.

Observation 4.8. If ai is an outlier, then

P[∥ãi∥ ≥ 1 + 2ρ] ≤ exp(−n/2).

On the other hand if ai is an inlier,

P[∥ãi∥ ≥ 1 + 4ρ
√
logm] ≤ exp(−4d logm).

Both the inequalities are simple consequences of the fact that the vectors ai were unit

length to start with, and are perturbed by N (0, ρ2/n) and N (0, ρ2/d) respectively.
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Now let us consider the vectors with noise added, ã′i. Note that ∥ãi − ã′i∥ ≤ ε0. Since

∥ai∥ ≤ 1 and since i is an outlier, we have (using Observation 4.8), ∥ã′i∥ ≤ 1 + 2ρ + ε0,

with probability ≥ 1 − exp(−n/2). Thus for the flattened vectors ã⊗ℓ
i , with the same

probability,

∥ã⊗ℓ
i − (ã′i)

⊗ℓ∥ = ∥
(
ã⊗ℓ
i − ã

⊗(ℓ−1)
i ⊗ ã′i

)
+
(
ã
⊗(ℓ−1)
i ⊗ ã′i − ã

⊗(ℓ−2)
i ⊗ ã′⊗2

i

)
+ . . .∥

≤ ℓ(max{∥ãi∥, ∥ã′i∥})ℓ−1ε0

≤ ℓ(1 + 2ρ+ ε0)
ℓε0.(4.5)

Thus, for any 1-bounded linear combination of the b vectors in the batch (which may

contain both inliers and outliers), ã′⊗ℓ
i is at a Euclidean distance ≤ bℓ(1+ε0+4ρ

√
logm)ℓε0

to the corresponding linear combination of the ℓth powers of the vectors in the batch prior

to the addition of noise (i.e., the columns of B
(j)
−i ). Thus if bℓ(1+ε0+4ρ

√
logm)ℓε0 < τ/2,

then ã′⊗ℓ
i cannot be expressed as a 1-bounded combination of the other lifted vectors in

the batch with Euclidean error < τ/2, let alone ℓ1 error.

This means that none of the outliers are added to the set S, with probability at least

1−m[exp(−g(n))− exp(−4d logm)]. □

Next, we turn to proving that sufficiently many inliers are added to S. The following

simple lemma will help us show that restricting to 1-bounded combinations does not hurt

us.

Lemma 4.9. Let u1, u2, . . . , ud+c be vectors that all lie in a d-dimensional subspace

of Rn. Then at least c of the ui can be expressed as 1-bounded linear combinations of

{uj}j ̸=i.
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Proof. As the vectors lie in a d-dimensional subspace, there exists a non-zero linear

combination of the vectors that adds up to zero. Suppose
∑

i αiui = 0. Choose the i

with the largest value of |αi|. This ui can clearly be expressed as a 1-bounded linear

combination of {uj}j ̸=i.

Now, remove the ui from the set of vectors. We are left with d + c − 1 vectors, and

we can use the same argument inductively to show that we can find c − 1 other vectors

with the desired property. This completes the proof. □

The next lemma now proves that the set C at the end of the algorithm is large enough.

Lemma 4.10. For the values of the parameters chosen above, we have that at the end

of the algorithm,

|C| ≥ δ/3

1 + δ/3
αm, with probability at least 1− exp(−4d logm).

Proof. We start with the following corollary to Lemma 4.9. Let us consider the jth

batch.

Observation. Let nj be the number of inliers in the jth batch. If nj ≥
(
d+ℓ−1

ℓ

)
+ k, then

the size of S found in Step 5 of the algorithm is at least k.

Proof of Observation. Define B(j) as in the proof of Lemma 4.7. Now, since

the inliers are all perturbed within the target subspace, we have that the vectors ã⊗ℓ
i

corresponding to the inliers all live in a space of dimension
(
d+ℓ−1

ℓ

)
. Thus by Lemma 4.9,

at least k of the vectors B
(j)
i can be written as 1-bounded linear combinations of the

vectors B
(j)
−i .
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For inliers i, using the fact that ai are perturbed by N (0, ρ2/d), we have

P[∥ãi∥ ≥ (1 + 4ρ
√

logm)] ≤ exp(−4d logm).

Using (4.5) again, we have that ã′⊗ℓ
i can be expressed as a 1-bounded linear combination

of the other vectors in the batch, with Euclidean error bounded by bℓ · (1+5ρ
√
logm)ℓε0.

We know ℓ1 norm is a
√
nℓ-approximation of ℓ2 norm. By assumption, the ℓ1 norm of the

error is < τ/2, thereby completing the proof of the observation. □

Now, note that we have
∑

j nj ≥ αm, by assumption. This implies that

m/b∑
j=1

max

{
0, nj −

(
d+ ℓ− 1

ℓ

)}
≥ αm− m

b

(
d+ ℓ− 1

ℓ

)
≥ δ/3

1 + δ/3
αm.

The last inequality follows from our choice of α and the batch size b. Thus the size of S

in the end satisfies the desired lower bound. □

Finally, we prove that using any set of 2d inliers, we can obtain a good enough ap-

proximation of the space T , with high probability (over the choice of the perturbations).

The probability will be high enough that we can take a union bound over all 2d-sized

subsets of [m].

Lemma 4.11. Let I ⊆ Iin be any (fixed) set of size 2d. Then if ∥E∥F ≤ poly(ρ/m),

the subspace U corresponding to the top d singular value of Ã′
I will satisfy

∥sinΘ(U, T )∥F ≤ poly(m, 1/ρ) · ∥E∥F

with probability at least 1− e−4d logm.
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Proof. We start by considering the matrix ÃI (the matrix without addition of error).

This matrix has rank ≤ d (as all the columns lie in the subspace T ). The first step is to

argue that σd(ÃI) is large enough. This implies that the space of the top d SVD directions

is precisely T . Then by using Wedin’s theorem Wedin [1972], the top d SVD space U of

Ã′
I satisfies

∥sinΘ(U, T )∥F ≤ 2
√
d∥E∥F

σd(ÃI)− ∥E∥F
.(4.6)

Hence it suffices to show σd(Ã) is at least inverse-polynomial with high probability.

Recall that ÃI = AI+GI , where GI is a random matrix. Without loss of generality, we

can assume that T is spanned by the first d co-ordinate basis; in this case, every non-zero

entry of GI is independently sampled from N (0, ρ
2

d
). We can thus regard AI , GI as being

d × 2d matrices. Recall that leave-one-out distance is a good approximation of the least

singular value, it suffices to show ℓ((AI + GI)
T ) is at least inverse-polynomial with high

probability. Let Aj, Gj denote the jth row of AI , GI correspondingly. Consider j ∈ [d],

and fix all other rows except jth. Let W be the subspace of R2d that is orthogonal to

span({Ak +Gk : k ∈ [d], k ̸= j}), and let w1, w2, . . . , wd+1 be an orthonormal basis for W .

Then for any t > 0, if the projection of (Aj+Gj) to W is < t (equivalent to the leave-one-

out distance < t), then for all 1 ≤ i ≤ d+ 1, we must have |⟨wi, Aj +Gj⟩| ≤ t. Using the

anti-concentration of a Gaussian and the orthogonality of the wi, this probability can be

bounded by (t/ρ)d+1. Choosing t = ρ/m4, this can be made < (1/m4)d+1, and thus after

taking a union bound over the m choices of j, we have that the leave-one-out distance is

> ρ/m4 (and thus σd > ρ/m5) with probability ≥ 1− exp(−4d logm) □

We can now complete the proof of the theorem.
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Proof of Theorem 4.4. Suppose that ∥E∥F ≤ ε0 is small enough. Now by Lemma 4.7,

we have that C ⊆ Iin with probability at least 1 − exp(−g(n) + logm. By Lemma 4.10

and our assumption that m is at least Ω(d/(δα)), we know |C| ≥ 2d with probability

1 − e−4d logm. Finally, by Lemma 4.11 and a union bound over all 2d sized subsets of

[m], we have that with probability at least 1 − exp(−Ω(d logm)), for any subset of in-

liers with size 2d, the subspace T ′ corresponding to the top-d singular value will satisfy

∥sinΘ(T, T ′)∥F ≤ ∥E∥F/poly(m). □

4.3.3. Batches when m is not a multiple of b

the case of m not being a multiple of b needs some care because we cannot simply ignore

say the last few points (most of the inliers may be in that portion). But we can handle

it as follows: let m′ be the largest multiple of b that is < m. Clearly m′ > m/2. Now for

1 ≤ j ≤ n, define Dj = {xj, xj+1, . . . , xj+m′−1} (with the understanding that xn+t = xt).

This is a set ofm′ points for every choice of j. Each Dj is a possible input to the algorithm,

and it has at least m′ > m/2 points, and additionally the property that b|m′.

At least one of the Dj has ≥ α fraction of its points being inliers (by averaging). Thus

the procedure above (and the guarantees) can be applied to recover the space. To ensure

that no outlier is chosen in step 5 of the algorithm (Lemma 4.7), we take an additional

union bound to ensure that Lemma 4.7 holds for all Dj.
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APPENDIX A

Boost the Success Probability

The following claim is well-known. We include it here for the sake of completeness.

Claim A.1. Let X be a metric space with metric d. There is a fixed hidden element

x∗ ∈ X. ε > 0. Suppose there is a randomized algorithm ALG whose output x satisfies

P[d(x, x∗) ≤ ε] ≥ 0.9.

Then, there is an algorithm Success-Prob-Booster with the following guarantee:

given access to d, independent outputs from the algorithm ALG and a confidence pa-

rameter δ,

(1) With probability 1− δ, the algorithm returns a estimate x̂ such that

d(x̂, x∗) ≤ 3ε.

(2) The algorithm acquire O(log(1/δ)) independent outputs from the algorithm ALG.

(3) The algorithm makes O(log2(1/δ)) calls to d.

(4) The algorithm runs in time complexity O(log2(1/δ)).

Proof of Claim A.1. The algorithm is described in Algorithm 8.
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Algorithm 8: Success-Prob-Booster

Input:
δ – failure probability
Output:
x̂ – estimate of x∗

1 Set t = 1000 log(1/δ);
2 Acquire t independent outputs x1, . . . ,xt from the algorithm ALG;
3 Use BFPRT algorithm to select the (0.3t2)th smallest element τ among

{d(xi,xj) : 1 ≤ i < j ≤ t};
4 Construct undirected graph G = (V,E) where V = [t] and

(i, j) ∈ E ⇐⇒ d(xi,xj) ≤ τ ;
5 Find k ∈ [t] such that the degree of vertex k is the highest in G;
6 return x̂ = xk;

Let E be the event |{i ∈ [t] : d(xi, x
∗) ≤ ε}| ≥ 0.8t. Use standard Chernoff bound and

the fact t = 1000 log(1/δ), we have

P[E ] ≥ 1− δ.

Condition on E . We now show that xk (in the last line of the algorithm) satisfies

d(xk, x
∗) ≤ 3ε.

First we claim τ ≤ 2ε. Since E holds, at least
(
0.8t
2

)
pairs of vertices are 2ε-close to

each other. Since
(
0.8t
2

)
≥ 0.3t2, we know that τ ≤ 2ε.

By the definition of τ , we know that |E| ≥ 0.3t2. Then the degree of the vertex k is

at least 0.6t. Since |{i ∈ [t] : d(xi, x
∗) ≤ ε}| ≥ 0.8t holds, there exist j ∈ [t] such that

(1) (k, j) ∈ E.

(2) d(xj, x
∗) ≤ ε.

Then d(xk, x
∗) ≤ d(xk,xj) + d(xj, x

∗) ≤ τ + ε ≤ 3ε. □
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APPENDIX B

Hypothesis Test

We will prove the following theorem.

Theorem B.1 (restatement of Theorem 3.12). Let D be a distribution of a mixture of

two incomparable subspaces A,B ⊆ Fn
2 with mixing weights wA, wB ≥ w0. Let {Aj, Bj}Nj=1

be a collection of N sets of hypothesis with the property that there exists i such that

{Ai, Bi} = {A,B}. There is an algorithm Choose-The-Right-Hypothesis which is

given a confidence parameter δ, w0, {Aj, Bj}Nj=1 and a sampler for D. Every subspace of

{Aj, Bj}Nj=1 will be represented by a basis of that subspace, and the algorithm will have

access to the basis. This algorithm has the following behavior,

(1) It runs in poly(N, 1/w0) log(1/δ) time.

(2) With the probability 1− δ outputs the index i such that {Ai, Bi} = {A,B}.

We defer the proof to the end of this section.

In order to prove Theorem 3.12, we need a fundamental tool from statistics, namely

“hypothesis testing for distributions”. There are many equivalent forms of this algorithm

— we use the following (convenient) version from De et al. [2014].

Proposition B.2 (Simplified [De et al., 2014, Proposition 6]). Let D be a distribution

over W and Dε = {Dj}Nj=1 be a collection of N distribution over W with the property that

there exists i ∈ [N ] such that dTV (D,Di) ≤ ε. There is an algorithm TD which is given an
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accuracy parameter ε, a confidence parameter δ, and is provided with access to (i) samplers

for D and Dk, for all k ∈ [N ] (ii) an evaluation oracle EV ALDk
, for all k ∈ [N ], which,

on input w ∈ W , output the value Dk(w). This algorithm has the following behavior: It

makes m = O((1/ε2)(logN + log(1/δ))) draws from D and each Dk, k ∈ [N ], and O(m)

calls to each oracle EV ALDk
, k ∈ [N ], performs O(mN2) arithmetic operations, and with

probability 1− δ outputs an index i∗ ∈ [N ] that satisfies dTV (D,Di∗) ≤ 6ε.

Theorem B.3. D(A,B,wA, 1−wA) is defined as the distribution induced by a mixture

of two incomparable subspaces A,B ⊆ Fn
2 of dimension at most d with mixing weights

wA, 1− wA.

Lemma B.4. Let A,B,C,D be 4 subspaces of Fn
2 . Suppose {A,B} ≠ {C,D}. Let

D1 = D(A,B,wA, 1−wA),D2 = D(C,D,wC , 1−wC), w
∗ = min(wA, 1−wA, wC , 1−wC).

Then dTV (D1,D2) ≥ w∗/8.

Proof. Without loss of generality, assume A has the largest dimension among all 4

subspaces. We divide the rest of the analysis into a few cases.



Case 1 : A ̸= C and A ̸= D.

A = C or A = D. Assume A=C.1



Case 2 : A = B or A = D.

A ̸= B and A ̸= D.



Case 3 : A,B are incomparable.

Case 4 : A,D are incomparable.

Case 5 : B ⊊ A and D ⊊ A.
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Case 1:

In this case, A∩C and A∩D are two proper subspaces of A. By Claim 3.10, |A\(C∪D)| ≥

|A|/4, dTV (D1,D2) ≥ w∗/4.

Case 2:

Without loss of generality, assume A = B. We have dim(A) ≥ dim(D) andD ̸= A. Hence

A ∩D is a proper subspace of A. |(D1 −D2)(A\D)| = (1− wC)|A\D|/|A| ≥ w∗ · 1/2.

Case 3:

If B ⊆ D, we have B ⊊ D. Since A,B are incomparable, A,D are incomparable.

|(D1 − D2)(D\(A ∪ B)| ≥ w∗/4. If B ⊈ D, B ∩ D is a proper subspace of B, |(D1 −

D2)(B\(A ∪D)| ≥ w∗/4.

Case 4: similar to Case 3.

Case 5:

If |wA − wC | ≥ w∗/2, then |(D1 − D2)(A\(B ∪ D))| = |wA − wC | · |A\(B ∪ D))|/|A| ≥

w∗/2 · 1/4. If |wA − wC | ≤ w∗/2, without loss of generality, assume dim(B) ≥ dim(D).

Since B ̸= D, B ∩ D is a proper subspace of B. |(D1 − D2)(B\D)| = |(wA − wC) ·

|B\D|/|A| + (1 − wA)|B\D|/|B|| ≥ (1 − wA)|B\D|/|B| − |(wA − wC) · |B\D|/|A|| ≥

w∗/2− w∗/2 · 1/2 = w∗/4. □

Proof of Theorem 3.12. Set ε = w0/100,M = ⌈1/ε⌉, γ = (1− w0)/M . Let Dε =

{D(Aj, Bj, w0 + k ∗ γ, 1− w0 − k ∗ γ}j∈[N ],k∈[M ]∪{0}. It is not hard to see that there exist

D∗ ∈ Dε such that dTV (D
∗,D) ≤ ε. By Proposition B.2, we can find D′ ∈ Dε such

that dTV (D
′,D) ≤ 6ε with probability 1 − δ. Say D′ = D(A′, B′, w′, 1 − w′). We claim

1This is without loss of generality.
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{A′, B′} = {A,B}. For a contradiction, suppose it is not true. Then by Lemma B.4,

dTV (D
′,D) ≥ w0/8 > 6ε, we derive a contradiction. □
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APPENDIX C

Generalized Chernoff Bound

We will prove a variant of Chernoff bound here.

Lemma C.1. Let γ ∈ (0, 1), d, k ∈ N. Let x1,x2, · · · ,xk be a sequence of random

variables such that for all i ∈ [k]

P[(xi = 1) ∨ (x1 + x2 + · · ·+ xi−1 ≥ d)|x1, · · · ,xi−1] ≥ γ.

Assume k ≥ 2d/γ. Then

P[x1 + · · ·+ xk ≥ d] ≥ 1− exp
(
−kγ2/8

)
.

Proof. We will use the coupling technique. Define

yi =


1 if x1 + · · ·+ xi−1 ≥ d.

xi otherwise.

Then

(1) x1 + · · ·+ xk ≥ d ⇐⇒ y1 + · · ·+ yk ≥ d.

(2) For all i ∈ [k],P[yi = 1|y1, · · · ,yi−1] ≥ γ.
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Define a submartingale Z0, · · · ,Zk by Z0 = 0 and Zj =
∑

1≤l≤j yl − jγ. Then,

P[x1 + · · ·+ xk ≥ d]

= P[y1 + · · ·+ yk ≥ d]

= 1− P[y1 + · · ·+ yk ≤ d− 1]

≥ 1− P[Zk − Z0 ≤ d− 1− kγ]

≥ 1− exp

(
−(kγ − (d− 1))2

2k

)
by Azuma–Hoeffding inequality

≥ 1− exp
(
−kγ2/8

)
. by kγ ≥ 2d

□
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